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Executive summary 

Risk assessment is a process that is used to support decision-making about uncertain future events 
and their consequences for society. Fundamentally, risk occurs when the something of value is at 
stake and the outcome is uncertain. Common among most definitions of risk are at least three 
elements:  

 an event or occurrence that may take place,  

 the potential consequences (or outcomes) of that event and 

 the likelihood that the event and its consequences will eventuate. 

Risk management problems can be characterized according to their complexity and the level of 
knowledge that we have about the potentially hazardous event(s) and its consequences. They range 
from relatively well-known, recurrent hazards, such as car accidents and food contamination, in 
which the prospect of future events and their consequences can be predicted by analysis of past 
occurrences, to highly complex or novel risk problems where it is uncertain what threat the event 
poses to a range of values and interests and it is difficult to predict the likelihood that they will 
eventuate. 

The varied contextual settings and complexity of risk problems means that are many different 
approaches to the assessment of risks, each involving different ways of structuring the collection and 
analysis of available information that are tailored to the problem under consideration and the kinds 
of data and knowledge that can be applied to it. Recent literature distinguishes between approaches 
where the purpose of the analysis is to provide the best available predictions of the occurrence of 
uncertain events and their associated consequences (‘probabilistic’ risk analyses or the ‘predict-then-
act’ paradigm) and those where the focus is on identifying and reducing vulnerability to threats by 
ensuring that decisions are adaptable, robust to uncertainty and can withstand surprises (the 
‘monitor and adapt’ paradigm). In this report, we review a range of analytical tools and processes 
that can be used to support each approach. The methods included here are not intended to be 
comprehensive, but rather to represent a range of ‘best-practice’ tools and approaches that can be 
applied across a spectrum of risk problems of differing complexity and uncertainty. 

We begin by exploring the concepts of risk and uncertainty (Section 2) and expand on a typology of 
uncertainty to categorize risk problems according to their complexity, the extent of existing 
knowledge about the event and its consequences, and the level of consensus among decision-
makers, analysts and stakeholders on the values that are at stake (Table 1).  

Conventional probabilistic risk analyses express uncertainty about the occurrence of an event or 
consequence as probabilities. Two types of probability can be used, depending on the availability of 
data on previous occurrences of the event. Use of ‘frequentist’ probabilities, where the likelihood of 
an event can be estimated objectively from observational data, is generally limited to relatively 
simple risk problems where there are adequate data on past occurrences to characterize the risk 
(Level 1 uncertainty, Table 1). For most complex risk problems (Level 2 and 3 uncertainty, Table 1) 
there are few precedents and limited data available to describe the cause-effect relationships 
between a hazard and its consequences. In these circumstances, ‘subjective’ (or ‘Bayesian’) 
probabilities are used to bridge the gaps in observations and data. Subjective probabilities are based 
on the background knowledge and judgement of experts but can be beset by a range of heuristics 
and biases that diminish their validity. In Section 4 we provide best-practice guidance on protocols 
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and methods for eliciting subjective probabilities from experts to reduce these known sources of 
bias. They include methods for reconciling vague linguistic descriptors of uncertainty as quantitative 
subjective probabilities (Section 4.3.3), and approaches for eliciting and aggregating judgements 
about highly uncertain events among expert groups (Sections 4.3 and 4.4). 

In Section 5 we describe frameworks and methods for assessing cumulative and indirect risks from 
multiple activities. Most cumulative risk assessments fall into the realm of the Level 3 and Level 4 
uncertainties described in Table 1. As the number of activities and stressors under consideration in 
the analysis increases and the pathways through which they may have an effect proliferate, so too 
does the range of values and assets that are potentially at risk and the uncertainties associated with 
each outcome. We review the use of tiered or ‘semi-quantitative’ (sensu Aven (2008)) approaches to 
structure probabilistic analysis of cumulative risks. These approaches combine qualitative description 
and analysis of the complex relationships among system components with quantitative analysis of 
prioritised subcomponents where uncertainty or risk is deemed to be greatest. 

Conventional probabilistic risk assessments separate the analytical assessment of the likelihood of an 
event and its consequences from evaluation of the benefits and costs of different possible outcomes 
(a social process) and the design of management actions to mitigate risk or achieve the best 
outcomes (a policy process). In Section 6, we describe the use of scenario-based assessment for 
complex risk problems where these three components are combined in the analysis. Two quite 
distinct approaches are described. Decision-analytical methods (Section 6.1) can be used when 
uncertainties are able to be expressed probabilistically (Levels 2 and 3 in Table 1) and performance 
measures can be defined for the desired state of the system under consideration. In these 
approaches, optimization methods are used to iterate between examining modelled future scenarios 
(based on the probability of events and their consequences) and assessing their performance against 
the stated objectives for the system under consideration.  

In deeply uncertain risk problems (Level 4 uncertainty, Table 1), when technical experts and others 
involved in the assessment do not know or cannot agree on appropriate ways to describe key 
relationships among the components of the system that affect future outcomes, when uncertainty 
cannot be represented reliably by probabilities, and when there is a range of perspectives of the 
value of predicted outcomes, there is not a clear path for choosing which scenarios to model or the 
appropriate model structure to analyse risks. Methods for Decision Making Under Deep Uncertainty 
(DMDU, Section 6.2) instead seek to examine vulnerabilities in policy settings, particularly the 
consequences that would occur if assumptions underlying the policy setting are violated. The 
purpose of DMDU methods is to identify policy options that best reduce the vulnerabilities to 
potential future risks and to hedge against the possibility of failure (i.e., to make the system robust to 
uncertainty). To deal with potential surprises and to avoid undesirable long-term outcomes, DMDU 
methods select policies on the basis of their performance across a wide range of potential future 
scenarios, not simply on what is considered the most likely future. In Section 6.2 we review a range 
of DMDU methods that have been developed to support risk management in deeply uncertain 
problems. 

A central theme in our review is the need for more inclusive discourse in the framing, analysis and 
evaluation of highly complex and uncertain risk problems (Level 3 and 4 uncertainty in Table 1). 
Building trust in the analysis and management of risks requires greater transparency of the 
assumptions and judgements that underly them and better methods for facilitating participation and 
scrutiny by stakeholders, decision-makers and other experts in the design of analyses. As the 
complexity of the risk problem increases, so too does the range of interests that could be negatively 
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affected and the diversity of perspectives on the risks and their management, necessitating increased 
roles for non-specialists in the governance of decisions about risk (Table 1). This will require more 
frequent involvement of skilled facilitators and structured participatory processes in risk assessments 
to enable framing of the risk problem, inputs to the choice and application of analytical tools and to 
facilitate evaluation of management options. Our review describes a range of participatory processes 
for informing probabilistic risk analyses (Section 3.1), eliciting and aggregating judgements about risk 
from diverse groups (Section 4.2), assessing cumulative risks (Section 5), and identifying ‘robust’ 
policies that will perform well over a wide range of plausible, uncertain future states of the world 
(Section 6.2). 
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Table 1: The spectrum of uncertainty and its relationship to risk analysis and stakeholder participation in risk governance.   Adapted from (Aven & Renn 2009b; Kwakkel et 
al., 2010a; Walker et al., 2013b). 

  Levels of uncertainty  

  Level 1 Level 2 Level 3 Level 4a Level 4b  

Description 

Co
m

pl
et

e 
ce

rt
ai

nt
y 

A single future state Able to identify 
multiple alternatives 
and estimate 
probabilities (subjective 
or objective) 

 

Able to identify multiple 
alternatives and rank 
order them in terms of 
perceived likelihood.  

Able to identify multiple 
alternative future states 
without being able to 
rank order them in 
terms of how likely or 
plausible they are judged 
to be. 

Unable to identify 
multiple alternatives 
while admitting the 
possibility of being 
surprised 

To
ta

l i
gn

or
an

ce
 Nature of the 

risk 
Relatively well understood 
from precedents.  

Knowledge and data 
adequate to describe 
the system 
probabilistically. Some 
scientific disagreement 
about how the cause-
effect relationships 
should be described. 

 

Complex cause-effect 
relationships between 
events and 
consequences. A range 
of potentially affected 
values that must be 
considered. 

Unresolved complexity 
and uncertainty in 
cause-effect 
relationships. A range of 
different viewpoints 
about the relevance of 
technical information 
and predictions about 
risks and their 
management. 

Surprising extreme 
events that cannot be 
predicted from our 
present knowledge, 
understanding or 
beliefs. 

System 
model 

A single (deterministic) 
system model 

A single (stochastic) 
system model 

 

A few alternative system 
models 

Many alternative system 
models 

Unknown system 
model 
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  Levels of uncertainty  

  Level 1 Level 2 Level 3 Level 4a Level 4b  

Types of 
analysis 

Statistical models 
Deterministic risk models 
Sensitivity analysis of model 
parameters. 

Cost-benefit analyses 

Quantitative risk 
analysis 
Bayesian (subjective) 
probabilities 
Some stochastic model 
parameters 
Tools for seeking 
consensus among 
experts (e.g., Delphi, 
IDEA protocols) 
Scenario-based 
optimisation 

Quantitative and semi-
quantitative risk analysis 
 
Scenario-based 
optimisation 

DMDU methods 
 
Conflict resolution 
methods for reaching 
consensus on risk 
evaluation and 
management options 

DMDU methods with 
explicit consideration 
of surprises 

Level of 
stakeholder 
participation 

Little dispute about values to 
be protected. Instrumental 
discourse aimed at finding 
the most cost-effective 
measures to make the risk 
acceptable or at least 
tolerable.  

Epistemological 
uncertainty addressed 
through discourse 
aimed at obtaining the 
best estimates of the 
occurrence of events 
and their consequences 

Reflective discourse. 
Stakeholders are 
involved in framing the 
problem and in 
evaluating the 
appropriate level of 
protection that they 
would be willing to 
accept to avoid 
potentially catastrophic 
consequences. 
Deliberation reflects on 
the relative 
consequences of over- 
and under-protection.  

Participative discourse 
openly discusses 
competing arguments, 
beliefs and values about 
the risk problem and 
evaluates how well 
different management 
options are able to 
achieve equitable 
outcomes that are 
robust to uncertainty.  

Participative discourse 
openly discusses 
strategies for reducing 
vulnerability to 
unforeseen hazards 
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1 Introduction  
Decisions about the future utilisation of natural resources require predictions about how ecosystems 
will respond to prospective changes in use. Predicting the future state of complex natural systems 
where there are multiple stressors and interests involved is necessarily uncertain and contentious 
(Office of the Prime Minister’s Chief Science Advisor 2016a).  

Risk assessment is a process that is used to support decision-making about uncertain future events 
and their consequences for society. There are many different approaches to risk assessment, each 
involving different ways of structuring the collection and analysis of information that are tailored to 
the problem under consideration and the kinds of data and knowledge that can be applied to it 
(Burgman 2005). These range from simple, qualitative assessments of risk in which evaluations of 
uncertain outcomes are expressed as ratings or categories such as ‘high’, medium and ‘low’ (EFSA 
Scientific Committee et al., 2018a; OIE 2019), to quantitative assessments that use data or ‘expert’ 
judgements to parameterise a model to describe relationships between an activity and future 
uncertain outcomes, and approaches that explore and evaluate a broad range of possible future 
scenarios (Aven & Zio 2011).  

Although risk assessment and the explicit treatment of uncertainty are recognised as important 
scientific inputs into ecosystem-based management of natural resources (Levin et al., 2009) there 
can be disagreement about how (and sometimes if) information about risks should be used in 
decision-making. To some extent, this reflects a measure of distrust in the outputs derived from 
technical assessments of complex risks (Slovic 1999). Risk problems can be characterized according to 
the level of knowledge that we have about a potentially hazardous event and its consequences (Aven 
& Renn 2009b). Where the causal relationships between the event and its possible negative impacts 
are well-established, as a result of past experience and observations, there is typically little dispute 
about what values are at stake, who will be affected and how risks should be assessed and managed 
(Oil & Gas UK 2014). In everyday life, well characterized risks include regularly occurring events such 
as car accidents, food and health hazards or landslides and floods. In each of these cases, the 
prospects for future events and their effects can be estimated reliably from data on past events using 
statistical analysis or well-validated models of the cause and effect relationships. However, when the 
hazard is novel or rare, when its effects are less certain or are indirect, and when existing data and 
observations are inadequate to predict future outcomes, the choice of approach to assess risk and 
the range of values and groups that could be affected is less clear.  

For risk problems that are highly complex and uncertain or where there are few precedents, risk 
assessments have relied heavily on technical experts to determine the most appropriate methods for 
identifying and analysing risk and to bridge the gaps in observations and data (Aven & Renn 2009b). 
In these circumstances, validation of the technical assessment becomes problematic (Renn 2008). 
Scientists, stakeholders and decision-makers can have very different views of the legitimacy of the 
analysis and its implications for decision-making. Building trust in the analysis and management of 
risks requires greater transparency of these judgements and the assumptions that underly them and 
better methods for facilitating participation and scrutiny by stakeholders, decision-makers and other 
experts in the design, implementation and evaluation of the analysis (Burgman 2005; NASA 2010; 
Office of the Prime Minister’s Chief Science Advisor 2016a).  

In this report we review a range of methods that have been developed to support risk assessments of 
novel and complex hazards where there is a paucity of existing data and experience. We begin by 
exploring the concepts of risk and uncertainty as they are applied to risk assessment (Section 2) and 
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discuss the increasing role of participatory processes to deal with decision-making about uncertain 
hazards (Section 3). Recent treatments of risk management distinguish between approaches where 
the purpose of the risk analysis is to provide the best available predictions of the occurrence of 
uncertain events and their associated consequences (‘probabilistic’ risk analyses) and those where 
the focus is on identifying and reducing vulnerability to threats by ensuring that decisions are 
adaptable, robust to uncertainty and can withstand surprises (Renn 2008; Marchau et al., 2019a). 
Our review covers both approaches. In Section 4, we describe methods that can be used to reduce 
bias in expert judgements about the probability of uncertain events. Section 5 describes the use of 
semi-quantitative approaches (sensu Aven (2008)) to structure probabilistic assessments of the 
cumulative and indirect effects caused by multiple stressors. By combining qualitative and 
quantitative analysis methods, semi-quantitative risk analyses allow a detailed conceptual model of 
the problem to be developed that incorporates complex relationships among system components 
and enables the rigour of quantitative assessments to be focussed on sub-components where there 
is the greatest uncertainty. In Section 6 we describe analyses that evaluate management scenarios in 
the context of risk and uncertainty. Section 6.1 describes methods designed to analyse and rank a set 
of decision alternatives against stated objectives for the resource. Methods described in Section 6.2 
are designed to identify the vulnerabilities in management decisions – things that could go wrong if 
the assumptions are incorrect - and to evaluate options that best reduce susceptibility to uncertain 
events and hedge against the possibility of policy failure (i.e., to make it more robust to uncertainty). 
In the final section, we provide summary guidance on the types of risk problems that are most 
amenable to each approach and their advantages and constraints. 
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2 Understanding the concepts of risk and uncertainty 

2.1 What is risk? 
The concept of risk has had application across many facets of life, including safety, security, 
engineering, finance, human health, environmental management, and politics. Its varied use has 
meant that there are many ways that ‘risk’ has been defined within a specific context and a 
universally agreed upon definition has proved elusive (Haimes 2009; Aven 2010). 

Fundamentally, risk occurs when the something of value is at stake and the outcome is uncertain 
(Rosa 2003). Common among most definitions of risk are at least three elements:  

 an event or occurrence that may take place,  

 the potential consequences (or outcomes) of that event and 

 the likelihood that the event and its consequences will eventuate. 

These three components are embodied in a simple triplet of questions proposed by Kaplan & Garrick 
(1981) to define risk: 

 What can go wrong? 

 If it does happen, what are the consequences? 

 How likely is it that those consequences will eventuate? 

Most situations that involve risk are, however, characterized by more than just a single possible 
future outcome. For example, the consequences of a hazardous event like an earthquake are 
influenced by (at least) the type of fault, its magnitude, geological location (i.e., depth, orientation of 
the fault, bedrock type, etc), proximity to human populations, and by the vulnerability of those 
populations to the effects of ground shaking or tsunami (e.g., presence of building strengthening, 
level of preparedness and emergency response, etc). In most complex, real-life situations, risk 
problems are inherently multi-dimensional.  

For any given event or decision context, there are usually many plausible scenarios for ‘what could go 
wrong’, each with a different likelihood of occurrence and with a variety of social, economic, 
environmental and cultural things of value that could be affected (Aven & Zio 2011). In this view, the 
analysis of risk can be conceived collectively as identifying a set of possible scenarios, each of which 
has some likelihood that it will occur and consequences that would eventuate (NASA 2010; Aven & 
Zio 2011). 

In formulating their “triplets” definition of risk, Kaplan & Garrick (1981) recognised this complexity by 
defining risk as the ‘complete set of triplet’ scenarios that could be envisioned, including their 
probabilities and consequences. The complete set of possible risk scenarios is, of course, infinite so 
that in most practical risk assessments the scenarios that are considered are a select subset of the 
full range of possibilities (Kaplan et al., 2001; NASA 2010; Aven & Zio 2011).  
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Conventional risk assessment typically includes activities that seek to: 

1. define a set of adverse consequences (risk end points) that could eventuate, 

2. identify a sequence of actions or “events” for each end point that if unmanaged could 
lead to it being realised (“risk scenarios”), 

3. use data from similar events, model simulations, past experience or expert judgment 
to evaluate the probabilities of these scenarios, 

4. rank the scenarios according to their expected likelihood of occurrence and the 
severity of their consequences (Apostolakis 2004). 

The International Organization for Standardization (ISO) recently revised its definition of risk to shift 
the emphasis from a focus on the possibility of an event to the possibility of an effect on 
organizational objectives ((Purdy 2010),Table 2), where the objectives may be financial, health and 
safety, or environmental goals that apply at different levels (ISO 2009; ISO 2018). Supporting notes 
expand the definition by observing that risk “is often characterized by reference to potential events 
and consequences or a combination of these” and is “often expressed in terms of a combination of 
the consequences of an event and the associated likelihood of occurrence”.  

Table 2: Risk terminology used in the ISO 31000 standard on risk management1 and ISO guide 73 on risk 
terminology2.  

Term Definition 

Consequence Outcome of an event affecting objectives 

Event Occurrence or change of a particular set of circumstances 

Likelihood The chance of something happening 

Objectives Objectives can have different aspects (such as financial, health and safety, and 
environmental goals) and can apply at different levels (such as strategic, organization-
wide, project, product and process). 

Risk The effect of uncertainty on objectives. 
Risk is often characterized by reference to potential events and consequences or a 
combination of these. 

Risk is often expressed in terms of a combination of the consequences of an event 
(including changes in circumstances) and the associated likelihood of occurrence. 

Risk analysis The process to comprehend the nature of risk and to determine the level of risk  

Risk assessment The overall process of risk identification, risk analysis and risk evaluation 

Risk evaluation The process of comparing the results of risk analysis with risk criteria to determine 
whether the risk and/or its magnitude is acceptable or tolerable 

Risk identification The process of finding, recognizing and describing risks 

Risk management Coordinated activities to direct and control an organization with regard to risk. 
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Term Definition 

Uncertainty The state, even partial, of deficiency of information related to, understanding or 
knowledge of, an event, its consequence, or likelihood 

1ISO (2018) ISO 31000:2018 Risk Management - Principles and Guidelines. International Organization for Standardization, Switzerland.   

2 ISO (2009) Guide 73. Risk management — Vocabulary. International Organization for Standardization, Switzerland: 15. 
 

This definition of risk, which was adapted by ISO from the Australia/New Zealand Standard for Risk 
Management (Standards Australia & Standards New Zealand 2009), has also not received universal 
acceptance. It has been criticised by some practitioners as inconsistent with common usage, and 
imprecise (Leitch 2010; Aven 2011b). Greatest criticism has been directed at its emphasis on 
objectives rather than the societal consequences of events or policy decisions, with its implicit 
suggestion that risk management is an optimization process to support the achievement of 
organizational objectives by modifying the magnitude and likelihood of potential consequences, both 
positive and negative, to achieve a net benefit. 

2.2 A typology of uncertainty 
‘Risk’ and ‘uncertainty’ are intimately related concepts. Most definitions of risk include uncertainty as 
a component of the definition (Aven 2010). Like ‘risk’, the term ‘uncertainty’ also has many meanings 
and interpretations that depend on the context in which it is applied (Kwakkel et al., 2010a). In 
general usage, it describes the limits of our knowledge about past, future or current events (Walker 
et al., 2013b). The ISO standard for risk management defines ‘uncertainty’ as “the state, even partial, 
of deficiency of information related to, understanding or knowledge of, an event, its consequence, or 
likelihood”. 

Knight (1921) distinguished between those aspects of uncertainty that could be measured or 
estimated (which he defined as ‘risk’ but is more appropriately considered quantifiable or 
probabilistic uncertainty) and those which cannot (now referred to as ‘Knightian uncertainty’; (Knight 
1921)). According to Knight’s definition, ‘risk’ (quantifiable uncertainty) can be estimated using data 
or existing knowledge. Uncertainties that cannot be resolved probabilistically include uncertainty 
about the structure of the model used to describe the decision problem and situations in which 
experts cannot agree upon the probabilities and their distributions (Kwakkel et al., 2010a). Other 
typologies have expanded on the types of uncertainty that can contribute to environmental decision-
making (Kahneman & Tversky 1982; Regan et al., 2002; Ascough II et al., 2008; Aven 2011a; Hayes 
2011; Walker et al., 2013b). Most distinguish four main sources:  

1. Linguistic uncertainty - uncertainty that arises through the imprecise use of language to frame 
a problem,  

2. Epistemic uncertainty - the uncertainty created by our limited understanding of complex 
natural systems,  

3. Variability - the uncertainty created by the natural variability within these systems (sometimes 
referred to as ‘aleatory’ uncertainty), and 

4. Decision uncertainty - the uncertainty associated with our value systems and management 
decisions (Regan et al., 2002; Ascough II et al., 2008; Hayes 2011). 
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Linguistic uncertainty refers to the vagueness, ambiguity, context dependence, and imprecision of 
language used in risk analysis and decision making (Regan et al., 2002). Ambiguity can arise when a 
word or phrase can be interpreted in different ways. Qualitative descriptors of the likelihood of 
events or the severity of consequences from an event may be interpreted in different ways by 
different people (see Section 4.3.3). Ambiguity can also occur because some words have more than 
one meaning and it is not clear which one is the true meaning (Hayes 2011). People’s understanding 
of the descriptive terms used in risk assessment is also affected by the context of the description 
(Patt & Dessai 2005). 

Epistemic uncertainty is the uncertainty associated with our current state of knowledge of complex 
events or systems. It can be due to insufficient information on, or our understanding (i.e., state of 
knowledge) of the system process (‘process uncertainty’ or ‘functional uncertainty; (Kinzig & Starrett 
2003)) or due to an inability to model or measure the system accurately (‘model uncertainty’). 
Although epistemic uncertainty is sometimes characterized as the component of uncertainty that can 
theoretically be reduced by acquiring new information (Ascough II et al., 2008), this is not necessarily 
the case. New knowledge may reveal more about complex systems and processes, including new 
relationships and uncertainties that were not previously known or considered (Walker et al., 2013b). 

Processes within natural ecosystems are complex and involve interactions between biophysical and 
human systems. Insufficient knowledge of the scale and scope of interactions within these systems is 
often an impediment to our understanding. For example, ignorance of important functional 
relationships between perturbations to the system and its response allows for the possibility of 
sudden transitions (often undesirable) from one system state to another. We are often uncertain 
about how much disturbance could trigger these transitions and how these thresholds (‘tipping 
points’) may be influenced by multiple interacting drivers and interactions (Kinzig & Starrett 2003).  
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Figure 1: A taxonomy of uncertainty (based on Hayes (2011) and Ascough II et al., (2008))  
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System models are important tools to support decisions about risk. They help us understand complex 
processes and can allow experiments and predictions of how the system may behave in response to 
interventions that are not possible in real life. System models can take a variety of forms. They can 
be a conceptual formulation of the structure of the problem being considered, a statistical model 
that describes patterns in data or a mathematical model (algorithm) that characterizes cause-effect 
relationships within the system to simulate its behaviour under different circumstances. As models 
are abstractions of reality, they necessarily simplify complex systems. Model uncertainty can, 
therefore, arise from: (1) the structure of the model that is used for analysis, (2) the data that used as 
inputs, and (3) technicality of the model, which is uncertainty arising from the implementation of the 
model, usually by computer (Walker et al., 2003). Structural uncertainties may occur when 
components of the system are overlooked or when the relationships among components are 
inadequately characterized. In addition, alternative models might be available for the same 
processes and systems that incorporate a different structure, functional relationships and 
assumptions. This implies that one of the available models might be a more correct representation of 
the real-world process (or none of them may be).  

Data plays a key role in environmental decision making. Data can be obtained through monitoring a 
process (quantitative) or through our understanding and experience about a process (qualitative). If 
data are collected through observations (quantitatively), uncertainty can arise from the 
measurement process (e.g., sampling errors or type of instrument used) and the type of data 
recorded, such as the unit, recorded time duration, and spatial scale, of the collected data. Subjective 
data, based on the knowledge or judgements of experts, is often used when observations are not 
available (see Section 4). Elicitation converts personal beliefs into data or inputs that are used in risk 
models. Elicitation can be conducted in a direct or predictive form. The direct form will specify the 
system of interest and then ask the expert to estimate the value(s) for the process under 
investigation, while the predictive form will specify a future scenario that describes a hypothetical 
behaviour of the process and then ask the expert to provide values of the system outcome. In the 
elicitation process, epistemic uncertainty can arise from judgements provided by the experts, as well 
as from fitting and aggregating the judgements. Structured elicitation methods such as Sheffield 
method, Cooke’s method, and Delphi method, are often used to minimize uncertainty from the 
elicitation process (see Section 4).  

Technical uncertainty can arise from errors from the software or hardware used. Software errors 
arise from defects in software, design errors in algorithms, and typing errors in model source code. 
Hardware errors could arise from flaws in the technical equipment (Ascough II et al., 2008). 

Variability (‘aleatory’ uncertainty) is a distinctive type of uncertainty as it refers to natural 
heterogeneity and fluctuation in the real world (EFSA Scientific Committee et al., 2018a). Variability 
could be categorized as natural, human, institutional, and technological variability. For instance, the 
random variation in populations across time and space such as temporal variation in birth, death, 
and growth rates of organisms and the variation of chemical concentrations in a type of food are 
examples of natural variability. Human variability could arise due to different beliefs and experiences 
while institutional variability could be due to the political system. From a decision-making point of 
view, it is important to know two key points. First, unlike epistemic or linguistic uncertainty which 
can be reduced by additional research or more accurate wording, natural variability cannot be 
reduced. Second, levels of uncertainty in natural variability may themselves vary. For instance, 
human life span is more certain than chemical concentrations in food (EFSA Scientific Committee et 
al., 2018a). 
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Decision uncertainty. In the context of policy decisions, uncertainty describes the gap between the 
best knowledge available to the decision makers and the knowledge needed (in an ideal world) to 
make the optimal policy choice (Marchau et al., 2019b). It arises due to uncertainty about how social 
objectives should be valued and weighted (i.e., the relative importance of different and often 
conflicting economic, environmental, social and cultural values). In addition, the way in which 
outcomes from the risk analysis are communicated and presented to decision makers can contribute 
to this type of uncertainty. 

Significant uncertainty in decision making is also related to how decision makers define an acceptable 
level of risk. People’s perceptions of risk are affected by their own awareness and knowledge of 
hazards, as well as the individual and normative values and beliefs about the desirability of different 
outcomes (Office of the Prime Minister’s Chief Science Advisor 2016a). A risk averse person will 
prefer to forgo some expected return for a reduction in risk that represents a trade-off (Kahneman 
2011). Decision makers can have different attitudes towards risks. Risk averse behaviours may mean 
that decision makers’ opt for conservative measures that are not optimal or the most preferred 
choice (Hardaker et al., 2004; Finnoff et al., 2007). Others may be more inclined to accept greater 
risk. The degree of risk aversion can also be different under different circumstances. For example, 
decision makers can be extremely risk averse and prefer to have lower benefits with lower risks, 
while others might be less risk averse and their decisions are only slightly influenced by risky 
activities. 

Deep uncertainty is a term that has been used to describe situations where these multiple sources of 
uncertainty coincide in complex policy decisions. Lempert et al., (2003) defines ‘deep uncertainty’ as: 

“the condition in which analysts do not know or the parties to a decision cannot agree upon: 

 the appropriate models to describe interactions among a system’s variables, 

 the probability distributions to represent uncertainty about key parameters in the models 
and/or 

 how to value the desirability of alternative outcomes.” 

These conditions arise when past decisions and data have limited value in predicting future events, 
when experts and stakeholders disagree about the likely consequences of different policies and how 
to weight them, and when parties to a decision cannot agree about the best course of actions to 
reduce risk and increase benefits to society (Cox 2012). Analysts, stakeholders and decision-makers 
can have very different views of the nature of the decision problem and of the system being 
considered, the environmental values to be protected and the desired future outcomes. This can 
occur where there are conflicting opinions, beliefs, and values about the system being considered. 
Deep uncertainty can also arise from complex, dynamic systems that change over time in 
unpredictable ways. In these circumstances, it can be difficult to specify appropriate system models 
or to parameterize them and the legitimacy of outputs from conventional probabilistic risk analysis 
becomes the source of debate. 

In the marine environment, predicting the future effects of climate change, the effects of multiple 
stressors on natural ecosystems or the risks associated with novel technologies in underexplored 
environments such as the deep ocean, can be characterized as deeply uncertain policy settings. In 
these situations, the cause-effect relationships between the stressor(s) and change in the system are 
not unknown or are not well characterized and, consequently, there is potential for a range of 
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possible negative effects on valued ecosystem components. The variety of social, economic and 
cultural interests in natural marine resources means that this complexity is compounded by disparate 
views on the level of protection that should be afforded to different ecosystem components and the 
costs that this might entail to society. Section 6.2 describes a range of methods that have been 
developed to identify policy settings that are robust to deep uncertainty (Marchau et al., 2019a). 

2.2.1 Levels of uncertainty and their analysis 
Walker et al., (2003) attempted to synthesise these various typologies and concepts of uncertainty 
into a single framework that comprised three dimensions:  

 the location of uncertainty (i.e., where uncertainty occurs in the analysis framework),  

 the level of uncertainty - an expression of the degree of uncertainty, and  

 the nature of the uncertainty - whether the uncertainty is due to lack of knowledge 
(i.e., is ‘epistemic’) or to inherent variability in the phenomena (‘aleatory’ or 
‘stochastic’ uncertainty). 

Subsequent treatments have expanded on this framework to define five levels of uncertainty 
between the extremes of total certainty and complete ignorance (summarized in Table 3). The levels 
reflect increasing complexity in the problem under consideration that can entail different states of 
knowledge (and ignorance) of the system and its future behaviour, the model(s) used to assess risk, 
the outcomes that are sought by different stakeholders and the importance that they place on them 
(Kwakkel et al., 2010a; Walker et al., 2013b).  

Level 1 uncertainty (‘shallow uncertainty’) occurs when the system is relatively well-known and 
predictable and can be described with a trusted model of its behaviour (which might simply be past 
behaviour). Uncertainty at this level can be explored through a simple sensitivity analysis of model 
parameters, where the impacts of small perturbations of model input parameters on the outcomes 
of a model are examined (Marchau et al., 2019b). 

Level 2 uncertainty describes the situation in most conventional quantitative risk analyses where it is 
expected that the tools of probability and statistics can be used to resolve uncertainty in predicting 
future states and outcomes. In this situation, knowledge or data are considered adequate to describe 
the system model and its inputs probabilistically, or there are only a few likely future outcomes that 
can be predicted well enough (and to which probabilities can be assigned). In this case, the system 
model is trusted to estimate the probability distributions for the outcomes of interest accurately. 
Model outputs allow a policy to be chosen based on the expected outcomes and their associated 
likelihoods.  

Level 3 uncertainty describes situations in which a limited set of plausible future states, system 
models, outcomes and weights can be identified. Available knowledge allows for several different 
possible parameterizations of the system models, alternative sets of outcomes and several 
alternative sets of weights that can be attributed to them. In these, more complex situations, 
alternative future states can be rank ordered in terms of their relative likelihood, but it is usually not 
possible (or appropriate) to quantify their likelihood probabilistically (Kwakkel et al., 2010a). Instead, 
scenario analysis is typically used to examine what could plausibly happen with implementation of 
each of several policy options. The optimal policy is the one that produces the most favourable 
outcomes across the scenarios (Marchau et al., 2019b). 
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Level 4 uncertainty describes situations of ‘deep uncertainty’ where there are many possible future 
states that the system could assume, and it is not possible to rank their likelihood or desirability 
reliably. This may be due to a lack of knowledge about the functional relationships being studies or 
because parties to the decision cannot agree on the importance to be given to each outcome. 
Consequently, it is difficult to specify appropriate models to describe functional relationships among 
system variables or to select probability distributions to represent key uncertainties.  

Marchau et al., (2019b) also distinguish events that are outside the realm of our present experience 
and beyond our expectations. Surprising, extreme events have been labelled ‘black swan’ events 
(Taleb 2007). They differ from high consequence events with low probability in that ‘black swan’ 
events cannot be predicted from our present knowledge, understanding or beliefs (Aven 2013). For 
example, although the emergence of the global COVID-19 pandemic in 2020 caused severe financial 
and social shock across the world and highlighted a lack of preparedness to deal with risks from novel 
infectious diseases, it was not unanticipated and could not, therefore, be considered a ‘black swan’ 
event. This category of deep uncertainty is reserved for extreme events that are surprising and only 
explainable retrospectively. This is because nothing in our current knowledge suggested their 
possibility (Aven 2013). 
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Table 3: Progressive levels of uncertainty.   After.(Kwakkel et al., 2010a; Walker et al., 2013b) 
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Description A single future 
state 

Able to identify multiple 
alternatives and estimate 
probabilities (subjective 
or objective) 

Able to identify multiple 
alternatives and rank 
order them in terms of 
perceived likelihood.  

Able to identify multiple 
alternatives without being able 
to rank order them in terms of 
how likely or plausible they are 
judged to be. 

Unable to identify 
multiple alternatives 
while admitting the 
possibility of being 
surprised 

Context A clear enough 
future 

Alternate futures (with 
probabilities) 

A few plausible futures Many plausible futures Unknown future 

System 
model 

A single 
(deterministic) 
system model 

A single (stochastic) 
system model 

A few alternative system 
models 

Many alternative system 
models 

Unknown system model 

System 
outcomes 

A point estimate 
for each outcome 

A confidence interval for 
each outcome 

A limited range of 
outcomes 

A wide range of outcomes Unknown outcomes 

Weights A single set of 
weights 

Several sets of weights, 
with a probability 
attached to each set 

A limited range of 
weights 

A wide range of weights Unknown weights 
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3 The role of risk assessment in decision-making 
In general, the assessment of risk encompasses three types of activities (Aven & Renn 2009a; ISO 
2009; Office of the Prime Minister’s Chief Science Advisor 2016a): 

 Identification of potential hazards and the sequence of events (‘scenarios’) that could 
lead to harm (‘risk identification’),  

 Characterizing potential consequences of the event(s) (both harmful and beneficial) 
and estimating the likelihood that they could occur (‘risk analysis’), and 

 Evaluating the desirability (or acceptability) of the consequences if they were to occur 
(‘risk evaluation’). 

Risk assessment is intended to inform the management of risk. Risk management can include actions 
taken to avoid the occurrence of hazards or to reduce the harm that they could cause (Aven & Renn 
2009b). Most early frameworks for using information from risk assessments in decision-making 
conceived a staged approach to the assessment in which risk identification and analysis were 
undertaken by technical specialists (scientists and analysts) and evaluation of the benefits and costs 
of different possible outcomes (a social process) and design of risk mitigating actions to achieve the 
best outcomes (a policy process) were the domain of risk managers (National Research Council 
1982). Risk assessment and risk management were, therefore, conceived as distinct processes in 
which there was directional flow of information from the scientific process of analysis to the value-
laden process of management (Jasanoff 1993; Amendola 2002).  

An example is provided by the US Environmental Protection Agency (EPA) framework for Ecological 
Risk Assessments (Figure 2, U.S. Environmental Protection Agency (1992)). In it, risk assessment and 
risk management are conceptually separate processes with the former undertaken predominantly by 
scientists or technical experts, with some input from the risk manager to set the policy and 
regulatory context and objectives for the assessment. The results of the risk assessment are used as 
input to the risk management process, along with other inputs such as social and economic concerns 
to evaluate risk management options (U.S. Environmental Protection Agency 1992).  
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Figure 2: US EPA Framework for Ecological Risk Assessment.   Source: (U.S. Environmental Protection 
Agency 1992). 
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This concept of risk assessment, as a largely 
technical process, makes little allowance for 
incorporating other perspectives and knowledge 
in framing the risk problem or in its analysis and 
evaluation. As the guidance document for the 
EPA framework noted, assessment of complex 
risk problems is almost invariably based on 
incomplete data and information. Because of 
this uncertainty, professional judgement plays a 
large part in the analysis (Box 1; U.S. 
Environmental Protection Agency (1992)). These 
judgements can be about the processes that are 
important for driving change in the system 
under consideration, choice of appropriate 
models to describe the system and potential 
hazards, the usefulness of different sources of 
data and the significance of predicted 
outcomes.  

The original EPA framework and other, similar 
approaches emphasised the need for specialized 
scientific expertise to make these judgements 
(Box 1). Others have taken a different view. For 
example, nearly 40 years ago the US National 
Research Council Committee on Risk and 
Decision Making (NRC) acknowledged that 
decisions about risk almost invariably have a 
social context that is characterized by parties 
with diverse interests and stakes in the outcome 
(National Research Council 1982). Scientists, 
stakeholders and decision-makers can have very 
contrasting views of the nature of risk problems. 
Each brings different values, knowledge and 
experiences that shape their perspective on risk, 
the weighting that is given to protecting different values and, therefore, the trust that they have in 
outputs from the technical analyses (Amendola 2002). If these different perspectives are not 
considered in the analysis, the outcomes are likely to be challenged by one or more parties. 
Moreover, the judgements of scientists and other technical experts are not always accurate or 
appropriate, particularly when it comes to resolving the impacts of policy choices on conflicting 
values. As the NRC observed, the appropriate policy choice may not be obvious even after 
uncertainties in natural variation have been quantified (National Research Council 1982).  

Even within the technical risk analysis experts frequently disagree about the best ways to approach 
the bulleted items in Box 1. Their judgements about risk, like those of non-specialists, are not 
immune to contextual biases and heuristics that are not always explicit in the analysis (Tversky & 
Kahneman 1975; Burgman 2015).  

Box 1: The role of professional judgement 
in ecological risk assessments. (Source: U.S. 
Environmental Protection Agency 1992) 

 

“Ecological risk assessments, like human health 

risk assessments, are based on scientific data that 

are frequently difficult and complex, conflicting or 

ambiguous, or incomplete. Analyses of such data 

for risk assessment purposes depends on 

professional judgment based on scientific expertise. 

Professional judgment is necessary to: 

 design and conceptualize the risk 

assessment; 

 evaluate and select methods and models; 

 determine the relevance of available data to 

the risk assessment; 

 develop assumptions based on logic and 

scientific principles to fill data gaps; and 

 interpret the ecological significance of 

predicted or observed effects. 

Because professional judgement is so important, 

specialized knowledge and experience in the 

various phases of ecological risk assessment is 

required. Thus, an interactive multidisciplinary team 

that includes biologists and ecologists is a 

prerequisite for a successful ecological risk 

assessment.” 
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For risk decisions where there is high uncertainty and potentially high consequences there have been 
calls for more participatory processes that include stakeholders and decision-makers in constructing 
and reviewing the analyses (Burgman 2005; NASA 2010; Office of the Prime Minister’s Chief Science 
Advisor 2016a). Funtowicz & Ravetz (1994) call this an extension of the ‘peer community’. Rigorous 
quantitative analysis is still an important part of the assessment, but there is a need for better 
integration of the perspectives of stakeholders so that the dimensions of risk considered in the 
assessment and the underlying assumptions are transparent and accepted (Amendola 2002; Office of 
the Prime Minister’s Chief Science Advisor 2016a). A considered and flexible process for reviewing 
the technical analysis of risk can improve its quality and acceptance (National Research Council 
1982). Interactions among these different groups allows the scientific knowledge to be 
contextualized and for other forms of knowledge and values to be integrated into the assessment 
better to build consensus around the risk models, their outputs and subsequent policy choices 
(Horlick-Jones 1998). 

3.1 Risk-informed Decision Making (RIDM) 
Risk-Informed Decision Making describes a general approach that incorporates deliberation among 
stakeholders, risk analysts, subject matter experts, and decision-makers throughout the process to 
ensure that a range of objectives, values, knowledge and alternative strategies are considered in the 
technical risk analysis (Amendola 2002).  

Organizations that deal with complex risk decisions like the US National Aeronautics and Space 
Administration (NASA), the US Nuclear Regulatory Commission and others have developed guidelines 
for incorporating RIDM into their operations (Drouin et al., 2009; NASA 2010; Gregory et al., 2012a; 
Zio & Pedroni 2012a). The NASA approach integrates two complementary processes: RIDM and 
Continuous Risk Management (Figure 3). The RIDM process is concerned with selecting from decision 
alternatives to meet agreed management objectives and the CRM process implements the selected 
alternative(s) with associated performance monitoring to ensure that the objectives are being met. 
Collectively, this integrated approach shares many features with Structured Decision Making (SDM), 
a participatory process that has been advocated for deliberations about natural resource 
management decisions (Gregory et al., 2012b). Participating decision-makers, analysts and 
stakeholders collaboratively define the decision context (‘problem framing’), establish objectives and 
performance measures for the outcomes, design and evaluate management alternatives, and 
implement short term actions with associated monitoring of performance so that the management 
strategy can be modified over time. A similar, participatory approach to risk analysis and 
management has been proposed by the International Risk Governance Council (Renn 2008). 
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Figure 3: NASA's risk management framework integrates Risk-Informed Decision Making and Continuous 
Risk Management.   Source: NASA (2010) 

Participatory processes can be time-consuming and expensive to implement. As in other decision 
processes, the depth of analysis is scaled according to the stakes and complexity of the decision 
situations being addressed (Aven & Renn 2009b). In the NASA framework, the RIDM process is 
invoked when decisions have one or more of the following characteristics (NASA 2010): 

 Potentially high consequences such as significant costs or serious outcomes for human 
health and the environment  

 High complexity in the system or event being evaluated 

 Significant uncertainty in the outcome of the decision alternatives and the risks that 
may need to be managed 

 Many attributes that may require formal analysis, and/or 

 A diversity of stakeholders with values, preferences, and perspectives. 

RIDM at NASA consists of three parts (Figure 3): 

5. Identification of decision alternatives (‘decision framing’) 

The purpose of this stage is to understand the decision context and to a derive a set of objectives and 
measures for the performance of the system and feasible decision alternatives. It begins with a 
process of understanding the expectations of stakeholders for the outcomes which are then 
developed into a set of performance objectives.  

The second step in this stage is to canvass a comprehensive list of feasible decision alternatives 
through a discussion of reasonable options. These are tested against the performance objectives and 
distilled into a series of options that can potentially achieve the objectives and which warrant further 
investigation. It is important at this stage to avoid constraining the range of proposed alternatives 
prematurely. Stakeholders should feel able to contribute their own ideas about what constitutes an 
optimal solution. 
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In the NASA process, decision trees are suggested as a tool for visualizing and evaluating alternative 
decision pathways (NASA 2010). 

6. Risk analysis of decision alternatives 

The second step is the technical analysis of the decision alternatives (the ‘risk analysis’ stage). In the 
NASA process, this involves selecting risk analysis methods (usually supported by probabilistic 
modelling) that are appropriate for each domain represented in the objectives. These may be 
physical, ecological, social, or economic objectives.  

Because RIDM requires the inclusion of all parties at an early stage to frame the decision problem 
and contribute to collective decisions about the analysis, the technical methods must be:  

 able to be understood (at least in general terms) by non-specialists 

 amenable to participatory conceptualization, parameterization and evaluation 

 scientifically robust when applied to complex problems where there are knowledge 
gaps 

 able to incorporate different types of qualitative and quantitative information, and  

 relatively accessible.  

The analysis stage also requires design of an integrated analysis so that the performance of each 
decision alternative can be assessed against each of the objectives identified in phase 1. The analyses 
should address key uncertainties in each domain (e.g., budget uncertainties, environmental 
variability, etc). As is standard practice in risk analysis, uncertainties in the values of each 
alternative’s performance parameters should be identified and propagated through the analysis to 
produce ranges of uncertainty in the performance outcomes. 

The main output of the risk analysis stage is a document that lists the set of candidate alternatives, 
summarizes the methods that were used to quantify the performance measures, and presents the 
results. NASA refer to this as the Technical Basis for Deliberation (TBfD) as it is the input that informs 
subsequent deliberations to support decision-making. The TBfD describes the overall risk analysis 
framework, the methods used for each discipline-specific analysis and the outcomes of the analyses, 
including: 

 the scenarios that were used to evaluate each decision alternative 

 the probability density functions of the marginal performance measure  

 estimated risks relative to constraints imposed on the analysis 

 a discussion of significant drivers that contribute to the risk, and 

 a summary of the uncertainty analyses and sensitivity analyses used for each 
alternative. 
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Analysts are also required to provide an assessment of the credibility of their analysis. In the NASA 
process, this covers:  

 Development of the model - including the origin and quality of any data used, whether 
the model(s) was implemented according to any standards or specifications, and 
whether the results compare favourably to any reference sets (validation) 

 Operation of the model and simulations - including the origin and quality of data inputs 
used to parameterize the model, how uncertainty was characterized and propagated, 
and what sensitivity analyses were done to identify components with high leverage on 
the results 

 Supporting evidence – how similar the model and application are to previous 
applications and  

 Management – how the modelling process was managed. 

Guidance for defining levels of credibility in each of these components and for visualizing the overall 
credibility assessment is provided by NASA (2016). 

Because the TBfD is a key tool for communicating risk to stakeholders and decision-makers, it must 
provide information that is relevant to the decision process and easily understood. Use of different 
forms of visualization and statistical summaries are recommended to aid understanding of the 
technical outputs (NASA 2010). 

7. Risk-informed alternative selection 

In this step, stakeholders, risk analysts, and decision-makers debate the relative benefits and 
disadvantages of each decision alternative, given the information in the TBfD and, where necessary, 
other sources of information. This step is iterative and may require additional risk analyses or other 
information gathering as the participants assess the alternatives and identify those that they 
consider to be worthy of consideration by the decision-maker. It also involves development of 
‘performance commitments’ that represent consistent levels of risk tolerance across the decision 
alternatives. These are measures of the participants’ risk tolerance relative to the performance 
expectations of each decision alternative and are expressed as a percentile of the probability density 
function for each performance measure for each decision alternative (NASA 2010; Zio & Pedroni 
2012b). 

Once the parties to the decision have decided on a course of action (a ‘decision alternative’) they 
finalise the performance characteristics and measures that are expected from the chosen actions and 
document the decision rationale (in the NASA process, this is referred to as a ‘Risk-Informed 
Selection Report’). This provides the input into the CRM stage. The purpose of the CRM is to monitor 
performance of the outcomes and, where necessary, to implement mitigations to reduce risk further 
or improve performance. Information that arises from the CRM on emergent risks or additional 
measures of performance can be fed back into the RIDM process (i.e., it is an adaptive process). 
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4 Methods for eliciting, representing and incorporating 
uncertainty in risk assessments 

Although they have quite distinct meanings in statistics (Schweder & Hjort 2016), the terms 
‘likelihood’ and ‘probability’ are used interchangeably within the risk literature. Aven (2011b) has 
suggested that ‘likelihood’ should be used in a broader sense to mean a measure for representing 
uncertainty about the occurrence of an event or consequence. Probabilities are the most common 
measure used for this purpose in risk analysis, but they are not the only way that uncertainty can be 
expressed.  

In risk analysis, probabilities are interpreted in two ways: (i) in the classic sense of the proportion of 
times that an event would occur if the situation was repeated an infinite number of times (also called 
‘frequentist’ probabilities) and (ii) as ‘subjective’ (or ‘Bayesian’) probabilities that represent a 
measure of epistemic uncertainty about future events or consequences as expressed by an assessor 
or “expert” (Aven 2010). ‘Subjective’ probabilities represent the beliefs of the expert(s) conditioned 
on prior knowledge and background information about the likelihood of the event. Because such 
probabilities are subject to range of heuristics and biases (Tversky & Kahneman 1975), they are open 
to challenge (Burgman 2005; Aven 2013a; Shortridge et al., 2017). The use of frequentist 
probabilities (i.e., where the probability of an event can be estimated objectively from observational 
data) is the exception rather than the norm in most risk analyses to support natural resource 
decisions (Burgman 2005; Aven & Renn 2009a; Cox 2012). This is because long-run, historical data 
that can be used to estimate the relative frequency of events are often lacking. Even where they do 
exist, their relevance to estimating the likelihood of future outcomes in complex, dynamic systems is 
sometimes questionable, particularly for very novel or low frequency events. Subjective probabilities 
are, therefore, used extensively in risk analysis for ecological systems. 

In this section, we will describe best practice guidance on: 

 reconciling qualitative descriptors of uncertainty as quantitative subjective 
probabilities (Morgan et al., 2009; Ho et al., 2015)  

 protocols for eliciting subjective probabilities from experts to reduce known sources of 
bias (Burgman et al., 2006; Kuhnert & Barry 2010) and 

 methods for eliciting and propagating highly uncertain probabilities in risk analysis. 

The last of these components includes specific treatment of probability bounds analysis (PBA) 
(Ferson & Ginzburg 1996) and elicitation and use of imprecise probabilities (Walley 1990; Kriegler et 
al., 2009). PBA is used to separate and represent uncertainty associated with natural variability and 
incomplete knowledge of a parameter simultaneously. Imprecise probability theory (Walley 1990) 
provides an approach for capturing ambiguous beliefs when knowledge is poor. 

4.1 Bias in judgements about probabilities  
Research has shown that people are poor at predicting the likelihood of uncertain events (Kahneman 
2011). The subjective assessment of probability is a cognitively challenging task and we often use 
heuristics (mental short-cuts or 'rules of thumb') to help us draw upon our knowledge and 
experiences to express a belief about a probability. Some of these heuristics can also result in 
significant systematic bias (Table 4). Although scientists are more used to dealing with numeric 
probabilities than other members of the public, they are not immune to these biases (Slovic 1999). 
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‘Experts’ tend to be overconfident in their judgements, sensitive to how the question is presented 
(its ‘framing’) and to the order of presentation of evidence, and subject to cognitive and motivational 
biases (Burgman et al., 2006). Nevertheless, subject experts tend to provide better estimates within 
their domain of expertise than non-experts (Burgman et al., 2011a). 

Table 4: Common heuristics (cognitive short-cuts or 'rules of thumb') and biases that occur in 
judgements about probabilities and other numeric quantities.  

Heuristic or bias Definition Reference 

Affect heuristic where people make judgements and decisions that express their 
feelings about an issue without realising they are doing so  

Finucane et 
al., (2000) 

Anchoring and 
adjustment heuristic  

where judgements about the value of an uncertain quantity are 
influenced by values that have been suggested or considered prior 
to making the judgement (‘anchors’). Anchor values serve as a 
reference for people to adjust the boundary of the range of 
plausible values for the uncertain value 

Tversky & 
Kahneman 
(1975) 

Availability heuristic where people make judgements or decisions based on reference 
situations that come to mind easily (i.e., are easily recalled or 
imagined). 

Tversky & 
Kahneman 
(1973) 

Base rate neglect  where a judgement disregards or does not take account of the 
frequency at which similar cases normally occur (i.e., its ‘base 
rate’ or ‘prior probability’) 

Tversky & 
Kahneman 
(1975) 
Gigerenzer & 
Hoffrage 
(1995) 

Denominator neglect when people make judgements or decisions based on the number 
of positive (or negative cases) and disregard the size of sample 
that it was drawn from 

Slovic et al., 
(2000) 

Framing effect when a change in the way that a question is presented influences 
choice behaviour. Individuals may draw different conclusions from 
the same information, depending on how that information is 
presented 

Kahneman & 
Tversky 
(1979) 

Kahneman & 
Tversky 
(1984) 

Overconfidence where a person’s confidence in their judgment or estimate does 
not correspond to the accuracy of that judgment or estimate. 

Burgman et 
al., (2006) 

Possibility effect an example of ‘denominator neglect’ where very low-probability 
events are much more heavily weighted than might be expected 
because of the chance (however small) that they could occur. 

Kahneman 
(2011) 

Recognition heuristic where people make judgements based on characteristics that 
they can recognise from memory and give greater weight to 
recognizable features. 

Goldstein & 
Gigerenzer 
(1999) 
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Heuristic or bias Definition Reference 

Representativeness 
heuristic 

where people make judgements or decisions based on how much 
a case resembles a type or class of other situations that they have 
some experience with  

Tversky & 
Kahneman 
(1982) 

 

A large body of research has investigated the biases inherent in judgements of risk and methods that 
can be used to reduce them. Judicious selection of experts, careful structuring of the elicitation 
process and training in deliberation about probability assessments can substantially improve the 
quality of expert judgements of subjective probabilities (Kuhnert et al., 2010; Mellers et al., 2015b; 
Hemming et al., 2018a). The findings from this research have been summarised in a number of 
recent, excellent reviews to which readers are referred for more detail (Cooke 1991; Meyer & Booker 
2001; Burgman et al., 2006; O'Hagan et al., 2006; Martin et al., 2012; Burgman 2015). Our purpose in 
this section is to highlight a few general approaches of good practice as guidance for eliciting 
subjective probabilities. 

4.2 General steps in eliciting expert judgements  
A number of different approaches have been proposed for organising elicitation processes. In 
general, they involve the following components (Renooij 2001; Burgman et al., 2006; Drescher et al., 
2013; Sutherland & Burgman 2015; Hemming et al., 2018a): 

 Clearly defining the judgement problem and the quantities that are to be elicited 

 Recruitment of a diverse group of experts with knowledge of the system under 
consideration 

 Motivation and training of the experts 

 Appropriate framing of the questions and choice of an elicitation format  

 Structured processes for implementing the elicitation  

 Methods for weighting and aggregating the elicited values 

 Feedback and verification of the results 

Structured protocols for elicitation provide clarity about the decision problem and the quantities that 
are sought from the experts, a way of ordering evidence and information to support the judgements 
and a process for reducing individual and group bias in estimating the values. They can, however, be 
expensive and time-consuming to implement and should, therefore, be scaled according to the size 
and complexity of the decision problem. For example, Hemming et al., (2018a) estimate that the 
preparation phase for their ‘IDEA’ protocol (described later in Section 4.5.2) can take anywhere from 
2 weeks to 4 months depending on the purpose of the elicitation. 
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4.2.1 Clear problem definition 
Use of ambiguous phraseology and unconsidered framing of the question can cause unwanted bias. 
Questions should be precise and provide as much information as is needed to make a considered 
prediction (e.g., time, place, units of measurement, the level of precision required, etc.) while 
reducing any possible uncertainty about their meaning. The experts should be clear about what is 
expected of them and the format that the response is to be provided in. The format used should 
align closely with the domain knowledge and experiences of the experts. Often it is useful to draft 
the questions and pilot them with a small group of experts prior to the main elicitation to ensure that 
they are unambiguous.  

4.2.2 Selecting experts 
Identification and selection of appropriate expertise will depend on the project scope and objectives. 
For many studies, a range of expertise may be needed to ensure that different perspectives on the 
event are considered. Although experts are usually regarded as individuals who have specialist 
knowledge of a subject that they have gained through experience, education or training (Garthwaite 
et al., 2005), detailed subject knowledge is usually insufficient to make good judgements about 
uncertain events (Burgman et al., 2011b). Research has shown that the judgements that result from 
well-organised and diverse teams of experts routinely outperform assessments made by even the 
most knowledgeable individuals (Schoemaker & Tetlock 2016; Tetlock & Gardner 2016). Experts who 
perform best in these settings tend to: 

 have good knowledge of the subject, 

 be actively open-minded in their thinking, 

 be willing to spend time deliberating about the problem and to receive training in the 
elicitation, 

 work collaboratively, 

 be willing to update their beliefs based on information they receive from others and 

 communicate their knowledge and the limits of their knowledge effectively in 
numerical terms (Burgman et al., 2011a; Mellers et al., 2015a; Hemming et al., 
2018b). 

The best judgements are often made by experts who are good at inductive reasoning and who are 
willing to reconsider their initial estimates in the context of new information or knowledge provided 
as part of the assessment (Mellers et al., 2015a). 

Hemming et al., (2018a) recommend a panel size of between 10-20 experts, but the number 
recruited will depend on the problem under consideration and the resources available for the study. 

4.2.3 Training and facilitation 
To get the best out of experts in group settings it is also important that they are instructed effectively 
about the elicitation process and the knowledge required and that they are provided with feedback 
on the process and results (Drescher et al., 2013). While it might seem counterintuitive to train 
people who have been selected for their specialist expertise, there is good evidence that providing 
training in probabilistic reasoning and cognitive debiasing can improve judgements of events 
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(O'Hagan et al., 2006; Mellers et al., 2014; Mellers et al., 2015a). The training may include discussion 
on common jargon and theoretical concepts, the use of case studies and other similar assessments, 
scenarios, and simulations to illustrate relevant processes, modules on ways of representing 
uncertainty and probabilities (Burgman et al., 2011a).  

For example, Mellers et al., (2014) developed a short training module on probabilistic reasoning that 
provided panellists with information on the use of reference classes and base rates, the benefits of 
expert panels over individual judgements, averaging multiple estimates from existing models, 
extrapolating from continuous variables and how to avoid judgmental biases such as overconfidence, 
confirmation bias and base-rate neglect. Panellists who received the training consistently produced 
more accurate predictions of events than those who did not. 

Because the purpose of an expert panel is to share information and for panellists to improve their 
own estimates by critically appraising the reasoning and judgements of others, interactions within 
the panel must be moderated to avoid dominant individuals steering the group in particular 
directions of thinking, to encourage quieter, reticent members of the panel to participate actively in 
discussions and to avoid ascribing greater credibility to individuals than they deserve based on their 
manner or professional experience. Structured, facilitated interactions counter factors such as these, 
which distort estimates (Burgman et al., 2011a; Sutherland & Burgman 2015). 

4.2.4 Face-to-face vs remote 
Structured elicitations can be implemented as face-to-face interviews and workshop-based methods, 
or remotely using online questionnaires and/or email (McBride et al., 2012). The latter are usually 
cheaper to implement and less demanding of time, but are more difficult to maintain the 
engagement of participants (Drescher et al., 2013). 

To avoid fatigue and allow time for considered discussion and evaluation, Speirs-Bridge et al., (2010) 
recommend use of no more than 15-20 questions in a day of face-to-face elicitation.  

4.3 Methods for eliciting judgements about subjective probabilities 
Beliefs about subjective probabilities can be elicited directly or indirectly (Kuhnert et al., 2010). Direct 
elicitation requires experts to express their knowledge in quantitative terms. These can be as point 
estimates, frequencies, intervals (e.g., lower and upper bounds) or a full parametric probability 
distribution. Indirect elicitation requires experts to answer questions that relate to their experiences 
or to respond to scenarios that are presented to them. Their responses can then be converted into 
the format needed for the analysis. 

4.3.1 Direct elicitation 
Numeric probabilities 

For panellists who are well-versed in dealing with probabilities or where training in probabilistic 
reasoning has been provided, questions asking for a direct prediction of probability or percentages 
can be used.  

However, many people find it difficult to make judgements about probabilities at the ends of the 
probability scale (i.e., < 0.2 and > 0.8) (Kahneman & Tversky 1979). This is particularly problematic in 
risk analyses involving rare hazards that have potentially large consequences. For example, people 
find it difficult to comprehend the degree of difference between numerical probabilities expressed as 
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0.005 and 0.0005 despite the ten-fold difference in the likelihood of the event. An alternative 
approach is to frame the question as a frequency statement (i.e., 5 out of 1,000 and 5 out of 10,000). 
Research has shown that frequency formats tend to be more easily understood when eliciting 
subjective probabilities, particularly for low frequency events (Gigerenzer & Hoffrage 1995; Mellers & 
McGraw 1999). An example format could be:  

In a forest of 𝑛 trees, how many (𝑥) would you expect to have the disease?  

The probability can then be calculated as ௫
௡

. 

Intervals 

Judgments about intervals are more useful because they contain information about uncertainty that 
is not provided by point estimates of probabilities or quantities, but are subjectively easier for 
experts to produce than full distributions. Speirs-Bridge et al., (2010) have developed a stepwise 
question format to elicit intervals that has been shown to reduce overconfidence by experts. Using 
this approach, estimates of probability intervals for uncertain events are elicited using a three-
question format (Hemming et al., 2018a): 

Realistically, what do you think is the lowest plausible probability [event X] will occur?__ 

Realistically, what do you think is the highest plausible probability that [event X] will occur?___ 

Realistically, what is your best estimate for the probability that [event X] will occur?___ 

The first two questions form an interval that captures the expert’s uncertainty about the true value 
of the probability and the third question prompts them to attempt to estimate the most likely value. 
The best guess estimate could be interpreted as a measure of central tendency, such as a mean, 
median or mode, but that is not defined (Hemming et al., 2018a). 

A four-step question format is used for quantities and frequencies (Speirs-Bridge et al., 2010): 

Realistically, what do you think the lowest plausible value for [event X] will be ?___ 

Realistically, what do you think the highest plausible value for [event X] will be ?___ 

Realistically, what is your best guess for [event X]?___ 

How confident are you that your interval, from lowest to highest, could capture the true value of [event 
X]? Please enter a number between 50% and 100%___ 

The wording and order of questions are both important in these formats Hemming et al., (2018a). 
The words ‘plausible’ and ‘realistic’ are used to encourage use of informative bounds rather than 
defaulting to the limits of the probability range (i.e., 0 and 1). Asking for lower and higher bounds 
first, encourages consideration of counterfactuals and the evidence for relatively extreme values, 
and avoids the experts using their best estimate as a point of reference for the bounds (an 
‘anchoring’ bias - Table 4). 

In the four-step format, the last question asks the expert to review the interval that they have 
provided and to evaluate their level of confidence that the true value lies within it. Requiring the 
experts to self-evaluate their confidence in the interval reduces overconfidence (Speirs-Bridge et al., 
2010). When results from this form of elicitation are summarized and presented back to the experts 
for review, they are standardized to a single level of confidence, usually 80% or 90%, so that the 
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summaries use a consistent scale across all questions. This can be done using linear extrapolation in 
which: 

𝐿𝑜𝑤𝑒𝑟 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑠𝑒𝑑 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙: 𝐵 − ቀ(𝐵 − 𝐿) × ൫𝑆
𝐶ൗ ൯ቁ 

𝑈𝑝𝑝𝑒𝑟 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑠𝑒𝑑 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙: 𝐵 + ቀ(𝑈 − 𝐵) × ൫𝑆
𝐶ൗ ൯ቁ 

where 𝐵 = best guess, 𝐿 = lowest estimate, 𝑈 = upper estimate, 𝑆 = level of the interval to be 
standardized to and 𝐶 = level of confidence indicated by the participant (Hemming et al., 2018a). 

4.3.2 Indirect elicitation 
Barry & Lin (2010) describe an indirect method that uses constructed scenarios to calibrate estimates 
of risk. This form of indirect elicitation can be viewed as a form of choice modelling, where experts 
are asked to compare alternative scenarios and their decision process is modelled to identify 
important influences on the outcome. Because experts are making judgements about the likelihood 
of the scenarios, they are usually not required to provide direct, numeric estimates of the probability 
that they will occur. The experts are presented with a range of scenarios (𝑖 = 1 … . 𝑛) in which the 
values for a set of risk attributes, 𝑋ଵ … 𝑋௞, vary over defined ranges. The experts are asked to make 
judgements about a specific risk endpoint (𝑦௜). Regression is then used to find the weights (𝛽) that 
each expert gives (subconsciously) to each risk attribute.  

General regression approaches are used to estimate the relationships between the risk attributes, 
𝑋ଵ … 𝑋௞, and expert predictions of the risk endpoints of interest. For example, consider an event with 
a probability of occurrence, 𝑝௜  in which the log odds follow a logistic regression: 

𝑦௜ = 𝑙𝑜𝑔 ൬
𝑝௜

1 − 𝑝௜
൰ = 𝛼 + 𝑋ଵ,௜𝛽ଵ +  𝑋ଶ,௜𝛽ଶ + ⋯ + 𝑋௞,௜𝛽௞ + 𝜀 

such that the 𝑋ଵ … … 𝑋௞ are functions of the risk attributes that are thought to contribute to the 
likelihood that the event will occur, and 𝛽ଵ … . 𝛽௞  are the weights to be estimated from the elicitation 
that are associated with how much each attribute influences the outcome.  

For example, Crombie et al., (2007) modelled the chance of successfully eradicating marine pests 
under a range of uncertain situational and resourcing conditions. In this instance, the purpose of the 
study was to relate expert judgements of the cost of eradication (a highly uncertain endpoint) to 
environmental characteristics of the incursion scenario. Nine variables were used to describe the 
range of pest traits under consideration, including their size, habit, reproductive output, etc. The 
situation in which incursions occurred was also described by nine variables that included the area 
infested, water depth, turbidity, etc. Experts were presented with 21 scenarios that comprised seven 
pest profiles with three incursion situations for each profile. For each scenario, they were asked to 
estimate the chance of successfully eradicating the pest (expressed as a % between 0 and 100%) 
when different levels of funding were available for the operation, ranging from $25,000 to 
$5,000,000 (for more details, see (Crombie et al., 2007)). A logistic regression was then fitted to each 
of the 420 responses (20 experts x 21 scenarios) to estimate the level of expenditure required for 
eradication. These estimates were then aggregated by first using the model to estimate the 
expenditure required for each scenario to give a probability of eradication of 0.95 by rearranging the 
equation such that: 



 

 37 

15 September 2020 4.05 pm 

𝑋௖ =
𝑙𝑜𝑔ቀ0.95

0.05ൗ ቁ − 𝛼ො

𝛽መ
 

where 𝑋௖ is the estimated expenditure and 𝛼ො and 𝛽መ  are the coefficients estimated by the model. A 
regression model was then fitted to the estimates of costs required to achieve 𝑝 = 0.95 to assess 
which of the environmental characteristics had the greatest effect on cost. The fitted model had the 
form: 

𝑙𝑜𝑔(𝑋௖) = 𝛼 + 𝛽ଵ + 𝛽ଶ + ⋯ + 𝛽௞ + 𝑢 + 𝑒 

where 𝑋௖ is the estimated cost for a probability of eradication of 0.95, 𝛼 is an intercept term and 
𝛽ଵ, 𝛽ଶ … 𝛽௞ are coefficients estimated from the data corresponding to the variables describing pests 
and the incursion setting. 

The utility of this approach has also been demonstrated for situations where the risk end-point is an 
ordering of the relative risk of different scenarios (Barry et al., 2015) or relative to some baseline 
scenario (Knight et al., 2007) or the probability of occurrence of rare species (O'Leary et al., 2009). 
For example, where the probability of the event, 𝑝௜, is considered low (i.e., close to zero) elicitation 
of the relative risk of two scenarios, 𝑝ଵ and 𝑝ଶ, can be modelled as: 

𝑙𝑜𝑔 ൬
𝑝ଵ

𝑝ଶ
൰ = 𝛼 + 𝑋ଵଵ𝛽ଵ + 𝑋ଶଵ𝛽ଶ + ⋯ +𝑋௞ଵ𝛽௞ − (𝛼 + 𝑋ଵଶ𝛽ଵ + 𝑋ଶଶ𝛽ଶ + ⋯ + 𝑋௞ଶ𝛽௞) 

In this instance, the elicited value is the ratio of relative likelihood, ௣భ

௣మ
, an endpoint that is intuitively 

easier to specify than an absolute probability (Barry et al., 2015). 

Barry & Lin (2010) note several advantages of scenario-based elicitation methods over other expert 
elicitation methods: 

 it is often intuitively easier for experts to make judgements on scenarios than on 
individual components of a risk problem 

 the elicitation is direct and transparent and is administered just once 

 variations between experts can be quantified and incorporated into a risk model 

 the statistical modelling approach means that it is relatively easy to calibrate the 
weights to real world situations. 

4.3.3 Reconciling qualitative descriptors of uncertainty as numeric 
probability ranges 

Qualitative risk analyses often use verbal expressions like “possibly,” “probably,” and “likely” as an 
alternative to numerical probabilities to describe the likelihood of uncertain events or consequences. 
Research has shown that people prefer to express uncertainty using verbal terms because they find 
them more intuitive than numerical probabilities (Brun & Teigen 1988; Wallsten et al., 1993) and 
because they perceive the latter to convey a false sense of precision in situations where there is 
significant uncertainty (Burgman et al., 2006). Even technical experts sometimes prefer to express 
likelihoods using words rather than numbers when the events themselves are not well-defined and 
the uncertainties associated with them are difficult to specify and measure (Budescu & Wallsten 
1985; Budescu et al., 2009).  
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Despite evidence that coarse qualitative descriptors of likelihood compromise the predictive 
accuracy of risk analyses (Friedman et al., 2018), verbal expressions of likelihood are still widely used 
in risk analysis and are sometimes recommended practice (EFSA Scientific Committee et al., 2018b) 
because they: 

 Are a simple tool for prioritising uncertainties 

 Can aid quantification of uncertainty through use of an approximate probability scale 
with accompanying qualitative descriptors  

 Can describe uncertainties that assessors are unable to include in their quantitative 
evaluation and  

 Can aid the communication of risk. For example, decision-makers or legislation may 
require or prefer likelihoods to be expressed in qualitative terms.  

As an example, Biosecurity New Zealand’s Procedures for Risk Analysis allows the likelihood of entry, 
establishment or exposure of harmful organisms or diseases to be expressed in qualitative verbal 
terms. Six terms are considered acceptable expressions of likelihood and eight adjectives can be used 
to qualify it (Table 5). As this example shows, even with some descriptive guidance on interpretation 
there can be ambiguity in how each of the terms might be used, leading to inconsistency among 
assessments. This is because the same words mean different things to different people, and because 
a phrase may take on a different meaning in different contexts (Wallsten et al., 1986; Morgan et al., 
2009). For example, the phrase ‘very unlikely’ may be interpreted quite differently when referring to 
the possibility of a terrorist attack, or the chance of rain tomorrow. People can conflate the 
likelihood of an event with its consequences so that the way they interpret verbal expressions for the 
likelihood of an event can be strongly influenced by the perceived severity of its consequences (Patt 
& Schrag 2003). Budescu & Wallsten (1985) have shown that while there is some consistency in the 
way individuals use verbal expressions of likelihood over time, different individuals can have very 
different interpretations of the same terms. People tend to interpret probability terms more variably 
at the extremes of the scale and be less sensitive to changes in the middle (Patt & Schrag 2003). They 
overestimate the probability of rare events and underestimate the probability of frequent events 
(Kahneman & Tversky 1979). Assumed or informed base rates (i.e., expectations of the long run 
frequency of an event) alter interpretations of the likelihood terms. Estimates of numeric 
probabilities tend to be lower for more serious events as people generally assume higher magnitude 
negative outcomes are less likely to occur (Tversky & Kahneman 1975; Patt & Schrag 2003). 
Likelihoods terms for neutral and high numeric probabilities tend to be strongly related to base rates 
whereas interpretations of low terms are much less affected (Wallsten et al., 1986).  
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Table 5: Terms used to describe likelihood in biosecurity risk analyses.   Source: (Biosecurity New 
Zealand 2006).  

Acceptable terms to  
express likelihood 

Definition 

Chances in its plural form chance indicates a probability 

Likelihood probability; the state or fact of being likely 

Likely probable; such as well might happen or be true; to be reasonably expected 

Probability the likelihood of something happening; mathematically it is defined as the extent to 
which an event is likely to occur, measured by the ratio of the favourable cases to 
the whole number of cases possible 

Probable May be expected to happen or prove true; likely 

Would To express probability (I guess she would be over 50 by now); past of Will: 
expressing a wish, ability, capacity, probability or expectation 

Adjectives used to 
qualify likelihood 

estimates 
Definition 

Average The usual amount, extent, rate 

Extremely Outermost, furthest from the centre; situated at either end; utmost; the highest or 
most extreme degree of anything 

High Extending above the normal or average level 

Highly In a high degree 

Insignificant Unimportant; trifling 

Low Less than average, coming below the normal level 

Negligible Not worth considering; insignificant 

Significant Noteworthy; important; consequential  

Remote Slight, faint 

 

To address this ambiguity, organizations have attempted to develop standardized lexicons that map 
phrases for the likelihood of an event or consequence onto specific numerical ranges of probability. 
Guidance developed for subjective probability judgements used by working groups on the 
Intergovernmental Panel on Climate Change Third Assessment Report expresses likelihood using a 
seven-point scale, ranging from ‘exceptionally unlikely’ to ‘virtually certain’, with numerical 
probability ranges assigned to each phrase (Table 6). Similarly, Biosecurity Australia uses a six-point 
scale that ranges from ‘extremely low’ to ‘high’ to map over the same range of probabilities. 
Guidance issued for US intelligence analysts allows for a seven-point scale with the choice of two sets 
of nominally equivalent verbal descriptors (Table 6). 
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Table 6: Guidance on the equivalence of verbal and numerical expressions of likelihood developed for 
(a) the IPPC Third Assessment, (b) biosecurity risk analyses undertaken by Biosecurity Australia and (c) the 
US Intelligence community.   Source: Moss & Schneider (2000); (Burgman et al., 2010; Friedman et al., 2018) 

(a) IPPC guidance 
(b) Biosecurity 

Australia guidance 

(c) US National Intelligence 
Community Directive 203, 
Analytical Standards 

Verbal term Probability 
range 

Verbal term Probability 
range 

Verbal 
term 

Equivalent 
term 

Probability 
range 

Virtually certain > 0.99 - - Almost 
certain 

Nearly 
certain 

95-99% 

Very likely 0.90 - 0.99 - - Very likely Highly 
probable 

80-95% 

Likely 0.66 - 0.90 High 0.7 - 1.0 Likely Probable 55-80% 

Medium 
likelihood 

0.33 - 0.66 Moderate 0.3 - 0.7 Roughly 
even 
chance 

Roughly 
even odds 

45-55% 

Unlikely 0.10 - 0.33 Low 0.05 - 0.3 Unlikely Improbable 20-45% 

Very unlikely 0.01 - 0.10 Very low 0.001 - 0.05 Very 
unlikely 

Highly 
improbable 

5-20% 

Exceptionally 
unlikely 

< 0.01 Extremely 
low 

10-6 – 0.001 Almost no 
chance 

Remote 1-5% 

  Extremely 
low 

< 10-6    

 

As these three examples show, the numeric probability ranges specified by organizations for quite 
similar terms can be very different. They may give emphasis to different parts of the probability 
distribution to reflect different levels of risk tolerance. For example, the Biosecurity Australia lexicon 
gives greater emphasis to the lower tail of probabilities, with four separate descriptors for numeric 
probabilities < 0.3, but just a single term for probabilities > 0.7. This may reflect the greater relevance 
to biosecurity assessments of events with a less than equal chance of occurrence or could be an 
effort to improve the consistency of use of terms that describe low probability events. Judgments of 
risk are strongly influenced by the distribution of small and large probabilities on a response scale 
(Bilgin & Brenner 2013).  

In some guidelines, assessors are also required to provide an indication of the confidence they have 
in their evaluation of likelihood. For example, the 4th IPPC Assessment Report distinguishes five levels 
of confidence that can be used to qualify probability assessments (Table 7) whereas the US 
Intelligence community uses just three: – low, moderate and high (Friedman et al., 2018).  
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Table 7: Verbal expressions for confidence in an assessment mapped against quantitative ranges in the 
IPCC 4th Assessment.   Source: (IPCC (Intergovernmental Panel on Climate Change) 2005). 

Verbal term Probability range 

Very high confidence At least 9 out of 10 chance 

High confidence About 8 out of 10 chance 

Medium confidence About 5 out of 10 chance 

Low confidence About 2 out of 10 chance 

Very low confidence Less than 1 out of 10 chance 

 

Research has shown that tables such as these that contain numerical guidance for the use of verbal 
expressions improve consistency in the use of the terms (Budescu et al., 2009) and improve 
discrimination of likelihoods at the upper and lower ends of the scale (Budescu et al., 2014). People 
using the scales are better able to calibrate their interpretations of the intended meaning when they 
are presented with accompanying numerical ranges.  

Nevertheless, people may ‘de-code’ the guidance and interpret the terms in a way that is more 
commensurate with their beliefs about the event’s likelihood (Patt & Schrag 2003) or they may 
simply ignore the guidance altogether (Budescu et al., 2014). For example, despite the directive that 
US intelligence analysts use the lexicon described in Table 6, Friedman et al., (2018) reported that the 
recent Intelligence Community Assessment describing potential Russian interference with the 2016 
US presidential election did not use any of the terms to express likelihood, but instead appeared to 
conflate likelihood with confidence. 

Part of the problem with the use of qualitative terms for the communication of risk and uncertainty 
is that the lexicons are often developed by technical experts (a ‘top-down’ approach) and do not use 
the words in same way that other stakeholders might. Recent studies have developed lexicons using 
people’s actual interpretations of the phrases in the context in which they are used; a ‘bottom-up’ 
approach that Ho et al., (2015) describe as ‘evidence-based’. Ho et al., (2015) developed evidence-
based lexicons for the four most used probability phrases in the IPCC guidance- ‘very unlikely’, 
‘unlikely’, ‘likely’, ‘very likely’ - and for the seven-point scale in US National Intelligence Community 
Directive 203 (Table 6). For each phrase they asked survey participants to read a statement that 
contained the phrase and to characterize the phrase’s numerical meaning by estimating its lower and 
upper bounds and offering their best estimate for its specific meaning. Two objective approaches 
were used to associate each phrase with a numerical probability range. The peak value (PV) method 
reflects the distribution of participants’ best estimates of the value of each phrase when it was 
presented alone, outside of the context of a sentence. The distributions of each phrase’s numerical 
meanings were plotted, and cut-offs between adjacent phrases were determined where the 
distributions for the terms intersected. The second approach, known as the membership function 
(MF), modelled the probability phrases as fuzzy subsets within the [0, 1] probability interval, with 
MFs that describe how well a certain numerical value defines or substitutes for a given phrase. A 
membership of 0 denotes that the probability value does “not at all” substitute for (define) the 
phrase, whereas a membership of 1 indicates that a probability value “absolutely” substitutes for the 
phrase. A value with a membership of 1 is referred to as the peak of the MF, and an intermediate 
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value reflects partial membership. MFs were calculated for each person and term using linear 
interpolation of the reported lower bound, upper bound and best estimate for each phrase. The 
optimal cut-off points between adjacent phrases were obtained by identifying the region of values 
for which the sample membership of a given phrase was higher than all other phrases (Ho et al., 
2015).  

Table 8: Comparison of evidence-based lexicons with probability ranges specified in guidance for IPCC 
and US NIC assessments of likelihood. Evidence-based lexicons were derived using two methods: 'Peak value' (PV) and 
'Membership functions' (MF). Source: (Ho et al., 2015). 

(a) IPPC guidance (b) Evidence-based 
lexicon 

(c) US NIC Directive  (d) Evidence-based 
lexicon 

Verbal term Probability 
range 

PV MF Verbal 
term 

Probabili
ty range 

PV MF 

Virtually 
certain 

> 0.99 - - Almost 
certain 

95-99% 80-100% 90-100% 

Very likely 0.90 - 0.99 0.65-1.0 0.75-1.0 Very 
likely 

80-95% 75-80% 80-90% 

Likely 0.66 - 0.90 0.45-0.65 0.40-0.75 Likely 55-80% 60-75% 50-80% 

Medium 
likelihood 

0.33 - 0.66 - - Roughly 
even 
chance 

45-55% 45-60% 40-50% 

Unlikely 0.10 - 0.33 0.15-0.45 0.15-0.40 Unlikely 20-45% 25-45% 20-40% 

Very unlikely 0.01 - 0.10 0-0.15 0-0.15 Very 
unlikely 

5-20% 15-25% 10-20% 

Exceptionally 
unlikely 

< 0.01 - - Almost 
no 
chance 

1-5% 0-15% 0-10% 

        

 

Studies that have used ‘evidence based’ approaches to the development of the lexicons report 
greater consistency in the interpretation of phrases, particularly those in the more extreme ends of 
the scales (Ho et al., 2015; Wintle et al., 2019). However, Wintle et al., (2019) caution that some of 
this consistency may be because judgements averaged over multiple people tend to be regressive for 
terms at the ends of the probability scale and do not capture the precision needed to express 
extreme numeric probability intervals. This is particularly important for applications that are most 
concerned about very rare or almost certain events.  

Ultimately, there is no universal standard for the expression of likelihood that will suit all settings. 
The phrases and number of terms used, and the probability ranges associated with them are 
sensitive to the specific application. Where consistency is required in their use and communication, it 
is best to tailor the lexicon to the specific needs of the problem and the required level of precision 
(Ho et al., 2015).  
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Some general recommendations for deriving and using qualitative descriptors include: 

 As much as possible, describe the event in unambiguous language so that 
judgements of its likelihood are not confounded with uncertainty in how the event 
will be manifest (Budescu et al., 2009). 

 Specify the various sources of uncertainty that underly key events and describe their 
nature and magnitude, to the degree that this is possible (Budescu et al., 2009) 

 Select phrases carefully and, where possible, draw on established lexicons that have 
been tested and implemented successfully. 

 Provide both verbal terms and associated numerical probability ranges to 
communicate uncertainty. 

 In general, the optimal number of categories is a qualitative scale is considered to be 
about 5 - 7 levels, anchored at certainty and highly uncertain at each end and at an 
even chance of occurrence in the middle (Renooij & Witteman 1999; Burgman et al., 
2006).  

 Adjust the width of the numerical ranges to match the uncertainty of the events. 

 Where greater precision is required, precise framing of the event along with 
grounding or calibration of numerical information can greatly increase the ability of 
assessors to discriminate accurately among 9-12 numerical categories or to specify 
numeric probabilities (Friedman et al., 2018). 

 ‘Evidence-based’ lexicons improve the translation of verbal phrases to probability 
ranges. Because these are time-consuming to elicit, they may be most suited to 
situations where a conversion table will be used repeatedly (Burgman et al., 2006). 

 Allow experts to express their degree of confidence (or lack of confidence) in 
estimates of numerical probabilities. 

 As risk analyses typically require numerical information for subsequent calculations 
the primary use of qualitative expressions of likelihood should be to facilitate more 
accurate representations that can inform a judgement of numeric probabilities 
(Burgman et al., 2006; EFSA Scientific Committee et al., 2018b) 

4.4 Imprecise probabilities 
Imprecise probabilities are expressions of likelihood or uncertainty that are made when it is not 
possible to specify precise numerical probabilities (Walley 1990). They can take many forms, 
including an ordering of the relative likelihood of events (e.g., A is more likely than B), belief 
functions, possibility measures, or estimates of the upper and lower ranges of belief for a value 
(Walley 1990). Whereas elicitations of subjective probabilities typically aim to characterize the ‘best’ 
belief of expert’s about the probability distribution of a variable or its moments, imprecise 
probability assessments often seek to exclude those probabilities that are incommensurate with the 
expert’s belief (Kriegler et al., 2009). In many cases where there is significant uncertainty about the 
specific value of a probability it is possible to specify beliefs about the range in which it could occur 
and where it cannot, often articulated as an upper and a lower bound of possible values. A bounding 
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approach to risk analysis may be necessary when analysts cannot specify (1) precise values for 
parameter input distributions or point estimates in the risk model (e.g., minimum, maximum, 
moments, etc.), (2) precise (marginal) probability distributions for some or all of the variables in the 
risk model, (3) the precise nature of dependencies between variables in the risk model, and (4) the 
exact structure of the risk model (model uncertainty) (Tucker & Ferson 2003).  

Probability Bounds Analysis (PBA) methods combine interval analysis and classical probability theory. 
They allow quantitative inputs into risk assessment calculations from interval-type bounds on 
cumulative distribution functions, called “probability boxes”, or “p-boxes” (Williamson & Downs 
1990). A p-box consists of a pair of functions that are used to circumscribe an imprecisely known 
distribution function 𝐹(𝑥) that is specified by a pair of upper and lower distribution functions 𝐹ത(𝑥) 
and 𝐹(𝑥) , such that 𝐹(𝑥) ≤ 𝐹(𝑥) ≤ 𝐹ത(𝑥) for all 𝑥 . In practice, a 𝑝-box is often expressed in terms 
of its inverse functions 𝑑 and 𝑢 defined on the interval of probability levels [0,1], where 𝑢 is the 
inverse function of the upper bound of the distribution and 𝑑 is the inverse of the lower bound, such 
that: 

𝑑(𝑝) ≫ 𝐹ିଵ(𝑝) ≫ 𝑢(𝑝),  

where 𝑝 is the probability level (Tucker & Ferson 2003).  

Probability bounds can be computed for parametric distribution models, where the distribution 
family is specified but only interval estimates can be given for the parameters, and for situations 
where the distribution shape is unknown and cannot be estimated from existing data (nonparametric 
models). The simplest case of a nonparametric model is where all that can be specified about the 
distribution function of a variable are its minimum (𝑚𝑖𝑛) and maximum (𝑚𝑎𝑥) values. In this case, 
the cumulative distribution function (CDF) is assumed to be rectangular Figure 4(a). Additional 
information about the parameters or distribution can be used to refine the box and constrain it to a 
smaller region. For example, knowledge of the mean, median, mode, etc can be used to constrain the 
p-box to smaller areas through which the true distribution must pass Figure 4(b-e). Where the 
parameters are also imperfectly known confidence intervals can be used to define them in place of 
point estimates. In this case, the envelope of all possible underlying distributions can be calculated as 
the union of bounded probability regions. In this way, PBA has parallels with robust Bayesian analysis 
where uncertainty about which prior distribution should be used can be addressed by replacing a 
single precise prior distribution with an entire class of prior distributions. The analysis then examines 
the variety of outcomes possible across the range of prior distributions (Ferson et al., 2015). 
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Figure 4: Probability bounds around the unknown distribution function of the random variable X.   
where the only available information about the values of 𝑋 are (a) the minimum and maximum, (b, c & d) the 
minimum, median and maximum, and (e) minimum, median, maximum and 25th and 75th percentiles. (Source: 
Tucker & Ferson (2003)) 

 
Tucker & Ferson (2003) describe the different ways that p-boxes can be constructed for a range of 
situations where data may be limiting or unavailable. Best possible probability boxes have been 
derived for many different cases that might arise in practice. These include, for instance, cases in 
which the following sets of information are known (or can be assumed): [minimum, 
maximum],[minimum, maximum, mean], [minimum, maximum, median], [minimum, maximum, 
mode], and [sample mean, sample variance]. Qualitative constraints on the shape of the distribution 
may also be accounted for to tighten the uncertain number (Ferson et al., 2015). An appealing 
feature of this method is that p-boxes can be tailored to the available data in a way that permits 
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rigorous risk calculations without simplifying assumptions about the variable’s distribution function 
(Burgman et al., 2010). Details on numerical methods for computing bounds on the result of 
addition, subtraction, multiplication and division of random variables when only bounds on the input 
distributions are given in Williamson & Downs (1990) and Ferson et al., (2015). 

A variety of approaches have been proposed to combine p-boxes derived from the estimates of 
multiple experts into a single coherent expression about what is known (or unknown) about the 
quantity. Ferson et al., (2015) present a detailed review of eight strategies to achieve this: null 
aggregation, intersection, envelope, Dempster’s rule, Bayes’ rule, mixture, logarithmic pooling and 
averaging. Nau (2002) compared the use of ‘confidence-weighted lower and upper bounds’ and ‘risk 
neutral probabilities’ methods to aggregate imprecise probabilities. The reader is referred to these 
publications for more detail on these methods and an evaluation of their relative merits for PBA. 

Despite its appeal in facilitating rigorous quantitative analysis from imprecisely expressed expert 
judgements, PBA is a relatively new method that has not yet been used widely and is still the subject 
of some contention among risk analysts (Burgman et al., 2010). There is not yet a large body of work 
in which it has been applied, particularly in environmental management (EFSA Scientific Committee 
et al., 2018a). PBA approaches are computationally complex and there is a relatively small base of 
people with experience and expertise in applying them to risk analyses (Burgman et al., 2010). 
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 Case study: Eliciting imprecise probabilities of climate tipping points 

Kriegler et al., (2009) used a PBA approach to explore expert beliefs about the probabilities of triggering five 
plausible but highly uncertain, large-scale transitions in environmental processes (‘tipping points’) under 
different scenarios of climate change. They elicited subjective probability intervals (lower and upper 
bounds) for the occurrence of identified major transitions possible under global warming from a panel of 
expert scientists.  
Participants were asked three questions about the probability of triggering each event (‘B’) in the context of 
each of three global mean temperature projections for climate change. To avoid biases of overconfidence 
and anchoring, participants were asked two conditioning questions to assess the consistency of their 
responses. The first asked which of 2 outcomes - ‘‘Triggering’’ and ‘‘Not Triggering’’ - they judged to be 
more probable (question (i) below) and the second required them to select the options in a set of verbal 
statements of uncertainty (based on the IPCC categorization of uncertainty, Table 6) that were 
incommensurate with their belief of the likelihood of a tipping point occurring (question (ii) below). They 
were then asked to provide conservative estimates of the lower and upper bounds on the probability of 
triggering a tipping point taking into account their judgments in (i) and (ii). 
 

i.The probability of triggering B [is less, is greater, could be more or less] than the probability of not 
triggering”. 

ii.Consider the following set of statements …. Please select those statements that you definitely believe to 
be FALSE.  Do not tick the statements that you believe to be true or that could possibly be true (i.e., 
you are uncertain about).”  

Triggering B is. exceptionally unlikely (_), 
very unlikely (_),  
unlikely (_),  
medium likelihood (_),  
likely (_), 
very likely (_), 
virtually certain (_). 

iii.Now tell us the bounds on the range of plausible values of the probability of triggering B. Specify the 
bounds on this range by real numbers between 0 and 1. 

Participants were also asked about relationships between the five tipping points. For each selected tipping 
point B (chosen under the options in question (1)), participants were asked to consider the statements  
 

iv.“If A has been triggered this will have a [                      ] influence on the probability of B”.  
The options to specify the influence of A on the probability of B were: 

No influence (_) 
Increasing influence (_) 
Decreasing influence (_) 
Increasing or decreasing influence (_) 
I do not know (_) 

 
Three methods were evaluated for aggregating the elicited probabilities: linear pooling, logarithmic pooling 
and confidence-weighted bounds (Clemen & Winkler 1999; Nau 2002). Linear pooling and the limited-
confidence bounds (80% confidence) provided the most convincing pooling rules as they were robust 
against outliers without masking the imprecision inherent in individual probability intervals and their scatter 
among each other.  
 
Their results showed that the prospect of triggering major changes in the climate system was not 
considered remote despite large uncertainty among experts. Even with an overall conservative approach, 
the aggregated lower probability bounds for triggering major change in the climate system were much 
higher than probabilities attributed to catastrophic events in other climate assessments. 
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4.5 Methods for aggregating expert judgements 
Three general types of methods are distinguished for aggregating judgements made by groups of 
experts: 

 Behavioural aggregation, whereby individual judgements are aggregated through 
interaction of the experts within a group to reach a consensus. 

 Mathematical aggregation, in which judgements are aggregated using a weighted 
average to calibrate the experts.  

 Mixed methods, where individual judgements are aggregated by moderated 
feedback avoiding direct interactions in the group and incorporating mathematical 
aggregation of group scores (EFSA Scientific Committee et al., 2018a). 

Commonly used behavioural approaches include the Delphi method, the Nominal Group technique 
and Cooke’s method (Drescher et al., 2013). Each approach consists of multiple rounds of elicitation. 
The judgements made by individual experts are summarized and circulated following each round so 
that individuals can adjust their own opinions based on the feedback and information provided 
(Aspinall 2010). The behavioural approaches differ in whether the judgement made by experts are 
kept anonymous or discussed face-to-face (Drescher et al., 2013). Anonymity is usually preferred to 
avoid group biases such as dominance and ‘groupthink’ (McBride et al., 2012). 

Contemporary ‘mixed methods’ for aggregation do not necessarily seek consensus across the group, 
but rather use panel settings to resolve ambiguities, promote critical thinking and share knowledge 
and evidence. The average predictive performance of panellists improves when they are given the 
opportunity to assess others’ judgements and to cross examine their reasoning and data within a 
facilitated process (Burgman et al., 2011a).  

4.5.1 Mathematical aggregation 
A wide range of mathematical methods have been proposed for aggregating judgements from 
multiple experts (Genest & Zidek 1986; Clemen & Winkler 1999; Ranjan & Gneiting 2010).  

Linear pooling 

Linear pooling is the most commonly used approach. This is simply a weighted linear combination of 
the expert’s point estimates, often their best estimate of the value (Clemen & Winkler 1999; 
Lichtendahl et al., 2013): 

𝑝(𝜃) = ෍ 𝑤௜𝑝௜(𝜃)

௡

௜ିଵ

 

Where 𝑛 is the number of experts, 𝑝௜(𝜃) represents expert 𝑖’s probability distribution, and the 
weights 𝑤௜ are non-negative and sum to one.  

Linear pooling is numerically simple to implement. It is, however, sensitive to the selection and 
weighting of experts, so that it is important to include a variety of opinions in the expert panel to 
provide a balanced (unbiased) outcome (Burgman et al., 2010). It also doesn’t perform as well as 
other aggregation formulae that have a multiplicative structure (Allard et al., 2012).  
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The weights provide a mechanism to represent the relative quality of estimates elicited from 
different experts. The simplest case is to assume that the value provided by each expert is roughly 
the same (i.e., 𝑤௜ =

ଵ

௡
). However, different approaches for determining weights have been proposed 

(Genest & McConway 1990). One approach is to get each expert to provide a peer rating of other 
panellists and to use Bayesian updating of the weights as more knowledge is obtained about fellow 
panellists (Genest & McConway 1990; Regan et al., 2006). Alternatively, a series of preliminary 
questions for which the outcomes are known or analytical tests can be used to calibrate the skill and 
knowledge of potential contributors (Aspinall 2010; Burgman et al., 2011b). The determination of 
weights is, nevertheless, a subjective judgement itself. 

Logarithmic pooling 

An alternative to linear pooling uses multiplicative averaging, sometimes referred to as a logarithmic 
opinion pool: 

𝑝(𝜃) = 𝑘 ෑ 𝑝௜(𝜃)௪೔

௡

௜ୀଵ

 

where 𝑘 is a normalizing constant and the weights, 𝑤௜, satisfy some restrictions to ensure that 𝑝(𝜃) 
is a probability distribution. Again, the weights are typically restricted to sum to one.  

Bayesian pooling 

Methods of combining elicited probabilities that are based on a Bayesian updating approach are 
considered the most appropriate for risk analysis situations but can be difficult to implement 
(Clemen & Winkler 1999). The idea is that where 𝑛 experts provide information 𝑔௜ to a decision 
maker about an event or quantity of interest 𝜃 then Baye’s Theorem can be used to update a prior 
distribution for the event 𝑝(𝜃) such that: 

𝑝∗ = 𝑝(𝜃|𝑔ଵ, … , 𝑔௡) ∝
𝑝(𝜃)𝐿(𝑔ଵ, … , 𝑔௡|𝜃)

𝑝(𝑔ଵ, … , 𝑔௡)
 

Where 𝐿 represents the statistical likelihood function associated with the experts’ information and 
𝑝∗ is the posterior distribution. 

For example, consider a situation where 𝑛 experts are asked to estimate the probability 𝑝௜  that an 
event 𝜃 will occur (i.e., 𝜃 = 1). A Bayesian formulation of this problem can be used to express the 

posterior odds that the event will occur, 𝑞∗ =
௣∗

(ଵି௣∗)
 as: 

𝑞∗ =
𝑝଴

1 − 𝑝଴
ෑ

𝑓ଵ௜(𝑝௜|𝑞 = 1)

𝑓଴௜(𝑝௜|𝑞 = 0)

௡

௜ୀଵ

 

where 𝑓ଵ௜(𝑓଴௜) represents the probability of expert 𝑖 giving probability 𝑝௜  conditional on the 
occurrence (or non-occurrence) of 𝜃 and 𝑝଴ is the prior probability. This model assumes that each 
expert has independent information about 𝑝∗.  

Genest & Zidek (1986) and Clemen & Winkler (1999) describe a range of other Bayesian models for 
aggregating point estimates and probability distributions. Newer techniques apply hierarchical 
models that account for a range of sources of information as well as potential dependence among 
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expert judgments (Albert et al., 2012). Many of these methods are computationally complex as they 
involve a large number of parameters that need to be fitted. 

Log-likelihood aggregation 

Satopää et al., (2014) have developed a relatively simple aggregator based on likelihood estimation 
of the log-odds that is robust to overfitting. The maximum likelihood estimate (MLE) of the geometric 
mean of the odds is expressed as: 

𝑝̂ீ(𝑎) =

ቈ∏ ቀ
𝑝௜

1 − 𝑝௜
ቁ

ଵ
௡ൗ

௡
௜ୀଵ ቉

௔

1 + ቈ∏ ቀ
𝑝௜

1 − 𝑝௜
ቁ

ଵ
௡ൗ

௡
௜ୀଵ ቉

௔ 

where 𝐺 denotes use of a geometric mean and 𝑎 is an unknown level of systematic bias ≥ 1. The 
bias, 𝑎, can be estimated from a training set of questions of 𝐾 binary outcome events for which 
probabilities are elicited. The maximum likelihood estimator of 𝑎 is estimated as: 

𝑎ොெ௅ா = arg max
௔

ෑ 𝑝̂ீ,௞(𝑎)௓಼

௄

௄ୀଵ

ቀ1 − 𝑝̂ீ,௄(𝑎)ቁ
ଵି௓಼

 

 

4.5.2 Mixed methods of aggregation 
Hanea et al., (2017) describe a structured protocol for eliciting and combining expert judgements of 
uncertain event occurrences using a modified Delphi process. The IDEA protocol has been used for a 
range of applications and builds upon earlier structured processes for expert elicitation and research 
on expert judgements to help reduce the influence of biases and to enhance the transparency, 
accuracy, and defensibility of the expert judgements (Hanea et al., 2018a; Hemming et al., 2018b). It 
combines a number of the elements of best practice that have been described in earlier sections of 
this report, including Delphi facilitated workshops (Drescher et al., 2013), frequency format 
elicitations for probabilities (Gigerenzer & Hoffrage 1995), three- and four-step question formats to 
elicit plausible intervals for the quantity (Speirs-Bridge et al., 2010), calibration questions to hone 
thinking and calculate weights (Hanea et al., 2018b), visualization and feed-back of results and 
mathematical aggregation of judgements (Clemen & Winkler 1999; Ranjan & Gneiting 2010). 

The acronym ‘IDEA’ is derived from the main steps in the process (Figure 5). In the first stage 
(‘Investigate’), experts provide individual estimates of the quantities sought by the analyst in 
response to questions that are presented to them. They then receive anonymized feedback about 
the judgements made by other experts for the same questions and, with the assistance of a trained 
facilitator, discuss the reasoning behind their initial estimates with others. The purpose of the 
‘Discuss’ stage is to establish a shared understanding of the problem by collectively clarifying terms 
and exchanging information and knowledge. The discussion stage can be done remotely or with the 
experts in the same room (Hanea et al., 2018a). On conclusion of the discussion, each expert is then 
asked to revise their individual judgements and to make a second, private estimate (‘Estimate’). 
Estimates provided in this second round are then combined using a mathematical aggregation 
approach (‘Aggregate’). 
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Figure 5: Steps within the IDEA protocol for elicitation of judgements from expert groups.   Source: 
(Hemming et al., 2018a). 

Round 1 estimates are usually obtained by an email or internet questionnaire that contains a 
description of the problem context, the elicitation questions and instructions on how to complete 
them. The responses are then compiled and summarised anonymously in graphical format to provide 
feed-back to the participants. The IDEA protocol typically uses quantile aggregation to summarise the 
elicited values, in which the arithmetic mean of experts' estimates is calculated for the lower, best 
and upper estimates for each question. 

A facilitator is used to guide the discussion phase to ensure there is good deliberation about the 
results, placing particular emphasis on issues needing clarification and exploring reasons for 
contrasting results and outliers.  

Following the discussion, the experts make a second, anonymous, independent estimate for each 
question. Once the second-round results have been received the experts’ final assessments and the 
group aggregates are circulated to the group for final review.  

Detailed guidance on implementing the IDEA protocol, including methods for selecting experts, 
question design and implementation are contained in the Supplementary materials provided by 
Hemming et al., (2018a). 



  

52  

15 September 2020 4.05 pm 

5 Methods for assessing cumulative and indirect risks from 
multiple stressors 

Cumulative risk can be defined as the consequences that may result from the combined effects of 
multiple activities or stressors and their associated uncertainties. The US EPA defines a stressor as ‘a 
physical, chemical, biological or other entity that can cause an adverse response in a human, other organism or 
ecosystem’ (U.S. Environmental Protection Agency 2003). Although the terms ‘cumulative risk 
assessment’ and ‘cumulative impact assessment’ (also referred to as ‘cumulative effects assessment’) 
are often conflated, the US National Research Council (2009) and National Environmental Justice 
Advisory Council (2004) recommend maintaining a conceptual distinction between them. They 
proposed that the former be defined as evaluating the combined effects of an array of stressors to 
characterize their effects on the environment and human health, taking account of background 
exposures and vulnerabilities in the system under consideration. Cumulative risk assessment is, 
therefore, an anticipatory analysis and evaluation of risk in which the focus is on characterizing and, 
where possible, quantifying the uncertain effects of multiple stressors. ‘Cumulative impact 
assessment’ is considered to encompass a somewhat broader range of risk end-points, some 
quantifiable, and could include retrospective analysis of the incremental effects of actions and 
stressors (National Research Council 2009). The distinction between the two terms in the U.S.A. 
reflects their origins in the fields of risk assessment and environmental impact assessment, 
respectively, and the expectation that outcomes from risk assessment are usually expressed 
probabilistically, whereas those in environmental impact assessment are typically qualitative in 
nature (National Environmental Justice Advisory Council 2004). Practically, there are considerable 
overlaps in approach and method in the two disciplines, but a characteristic of many cumulative 
impact assessments is that they do not attempt to address uncertainty explicitly in the assessments 
(Stelzenmüller et al., 2018).  

Characterizing the stressors associated with multiple activities and predicting their effects is 
inherently more complex and uncertain than risk assessments of single activities or events. The 
stressors themselves may interact so that the nature of the stressor experienced by different 
components of an ecosystem can be materially different from that experienced when each occurs in 
isolation. The response of an ecosystem component to a stressor may also be modified by exposure 
to other existing, contemporaneous or sequential stressors. A corollary is that cumulative risk 
assessment must consider the potential for more than just aggregate (i.e., additive) effects of 
multiple activities, but also the possibility of synergistic and antagonistic effects. Temporal and 
spatial variability in the intensity of the stressors (i.e., level of exposure) and in their combinations 
add to this complexity so that exposures can be accumulated in system components over time from 
different sources, and by different routes for multiple activities. In natural and human ecosystems, 
which are characterized by complex interactions between components of the physical, biological and 
social environments, the compounding of multiple stressors allows for indirect effects on system 
components, non-linear responses, and transitions of system states or functionality (Crain et al., 
2008; Suding & Hobbs 2009; Selkoe et al., 2015).  

As the number of activities and stressors under consideration in the analysis increases and the 
pathways through which they may have an effect proliferate, so too does the range of values and 
assets that are potentially at risk and the uncertainties associated with each outcome. Most 
cumulative risk assessments, therefore, fall into the realm of the Level 3 and Level 4 uncertainties 
described in Section 2.2.1, where there is a large range of plausible future outcomes, significant gaps 
in available knowledge and data, a variety of ways of representing the system using models, and a 
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large range of interests and outcomes sought by different stakeholders. Negotiating a path for 
analysis of these complex problems requires decisions to be made about which dimensions of the 
problem should be pursued and which can be considered as ancillary information to inform risk 
management decisions (National Research Council 2009).  

Two general approaches have evolved for dealing with this form of risk analysis under uncertainty, 
each of which is embedded in a participatory framework for decision-making that involves 
stakeholders and which gives precedence to evaluation of management options as part of the 
analysis. The first, eschews attempts to predict and rank system responses in a conventional 
probabilistic framework and, instead, seeks to hedge against uncertain and unwanted outcomes by 
identifying management options that are robust to a range of uncertainties. These approaches, 
collectively described as methods for Decision Making under Deep Uncertainty (DMDU), are 
described in Section 6.2. 

The second approach follows a more conventional risk assessment pathway, but endeavours to make 
the analysis of risks more tractable by prioritising analytical effort to components of the system 
where detailed analysis will provide the greatest net benefit for evaluating management options 
(National Research Council 2009). This approach grew out of a series of critical reviews of cumulative 
risk assessments done using the US EPA Framework for Cumulative Risk Assessment (U.S. 
Environmental Protection Agency 2003) that recommended: 

 An iterative, Risk-Informed Decision-Making process (see Section 3.1) in which the 
analysis is continually adapted and re-evaluated against management objectives as 
new information on the stressors of interest, system vulnerabilities and management 
options is obtained. 

 Stakeholder involvement in scoping risk and evaluation of management options to 
enhance the transparency of the process and inform stakeholders of changes in the 
analysis as well as the logic underlying the selection of a risk management option. 

 Consideration of vulnerable components of the system to improve estimation of risks 
and ensure that the selected risk management option(s) is adequately protective. 

 Using a tiered approach to analysis so that resources are focussed on the most 
important factors contributing to risk. 

 Continued development of risk assessment methods for evaluating multiple stressors, 
including approaches for assessing combinations of stressor footprints and evaluating 
exposure-response relationships in vulnerable populations. 

 Careful consideration of the appropriate spatial and temporal scales of analysis. The 
size of the area and time frame under consideration will affect the data needed, 
model choice, and the utility of the information for comparing risk management 
options (National Research Council 2009; Gallagher et al., 2015). 

A modified version of the US EPA’s framework for cumulative risk assessment based on these 
recommendations is outlined in Table 9. It recognises the need for simple analytical methods to 
determine when more detailed, quantitative analysis is appropriate and where other forms of 
analysis are adequate to inform decisions about management options (Sexton 2012). The framework 
also embraces adaptive learning and risk management as initial analyses reveal more about system 
components and their vulnerabilities to the stressors. 
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The first stage of the modified framework involves development and validation of a conceptual 
model of the system with stakeholders that describes relationships among the stressors and their 
effects on system components and valued assets. In risk assessment, a conceptual model is a 
representation of the proposed mechanisms by which an activity or set of activities drive effects on 
the risk assessment endpoints. They are typically used at the problem framing stage to summarise 
the cause and effect relationships by which stressors affect the assessment endpoints (Dambacher et 
al., 2007). A key task in developing a conceptual model for cumulative risk assessment, therefore, is 
the identification of potential pathways of risks to describe the vulnerability of system components 
to the stressors.  

The second stage uses available data and knowledge to apply a screening tool across the conceptual 
model to determine the stressors and system components that will be the subject of further analysis. 
The emphasis is on those that are likely to have the most influence on the objectives for 
management of the system. These then become the focus of detailed analysis in the third stage. 
Importantly, this framework recognises that different methodological approaches may be applied at 
different stages of the analysis and to different system components. These may include a mix of 
expert judgement, qualitative, semi-quantitative and quantitative risk analyses.  

A wide range of methods has been proposed for the assessment of cumulative effects. These have 
broadly been classified into analytical methods and planning-based approaches depending on 
whether processes for evaluating management objectives are incorporated in the analysis (Smit & 
Spaling 1995). Analytical methods include use of simple checklists and matrices to aggregate hazards, 
spatial analysis and GIS for overlaying stressor footprints with vulnerable ecosystem components and 
spatial management measures, statistical or mechanistic models of system processes, network and 
food web models. Planning-based approaches include multi-criteria decision analysis, land suitability 
evaluations, and scenario-based evaluations of decision alternatives (e.g., linear programming; 
Section 6). A detailed evaluation of the advantages and limitations of these different methods is 
beyond the scope of this study and has, in any case, been the subject of earlier reviews (e.g., (Smit & 
Spaling 1995; European Commission 2001; Gentile & Harwell 2001; National Environmental Justice 
Advisory Council 2004; Sexton 2012; Stelzenmüller et al., 2018). Our purpose in this section is to 
highlight novel integrative methods that combine qualitative and quantitative modelling to assess 
cumulative risks. In keeping with the recommendations in Table 9, these combined approaches are 
intended to capture whole system behaviour, but to concentrate analytical effort on subcomponents 
of the system where they will most benefit selection of management actions. 
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Table 9: The National Research Council's modified version of the stressor-based approach to cumulative 
risk assessment. Source: National Research Council (2009). 

Step Activities 

1 - Develop a conceptual model for the stressors and the way they cause effects emphasising 
those that would be significant influenced by one or more of the risk management options 
under evaluation.  

- Identify the receptors and end points affected by these stressors. 

- Review the conceptual model and stressors, receptors, and end points of interest with 
stakeholders in initial planning and scoping 

2 - Use available scientific evidence, expert knowledge and screening-level benefit calculations to 
make an initial determination of which stressors should be included in the assessment.  

- Review and re-evaluate planning and scoping activities based on feedback from stakeholders 
and other parties to the decision. 

- Focus only on stressors that contribute to end points of interest for risk management options 
and which are either differentially affected by different risk management options or influence 
the benefits of stressors that are differentially affected. 

3 - Evaluate the benefits of different risk-management options with appropriate characterization 
of uncertainty, including quantification of the effects of individual stressors and bounding 
calculations of any possible interaction effects. 

4 - Conclude the analysis if the results from Step 3 are sufficient to discriminate among risk-
management options given other economic, social, and political factors; otherwise, 
sequentially refine the analysis as needed, taking into account potential interactions among 
stressors 

 

5.1 Qualitative network models 
Qualitative Network Models (QNMs) or ‘Loop analysis’ (Justus 2006) can provide a useful analytical 
tool for structuring the analysis of cumulative risk. They provide a simple method for developing a 
conceptual model of the system collaboratively and for understanding its basic structure and 
dynamics. QNMs are a simple, graphical representations of system components, their relationships 
and the pathways through which perturbations may propagate. They are flexible, can incorporate 
feedback loops and can be used to inform more detailed quantitative sub-component models 
(Dambacher et al., 2007; Guikema & Aven 2010). Importantly, because they are a simple visual 
representation of complex systems, QNMs are intuitive and amenable to input from diverse 
stakeholder groups. Their utility in cumulative risk analysis is that they can be generated and 
analysed quickly without the need for quantitative data to parameterise them or advanced 
mathematical expertise. 

QNMs portray the components in a system and the relationships between them as signed directed 
graphs (signed digraphs), which show whether increases in one system component are likely to result 
in an increase (+) or decrease (-) in other components or leaves them unchanged (0) (Figure 6). In the 
problem framing stage of risk analysis, they encourage a focus on structural (model) uncertainty 
(Section 2.2) so that analysts and stakeholders can debate the important features that need to be 
represented in more detailed analysis. Multiple, alternative signed digraphs can be used to represent 
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different plausible model structures and/or different stressors and management regimes to 
determine their relative importance in system dynamics (Dambacher et al., 2007). 

To develop the models, analysts specify the system components and positive, negative or zero 
interactions between them, and the dominance of negative and positive feedback in the systems 
(Dambacher et al., 2007). For example, Figure 6 shows the basic building blocks of a qualitative 
model of the structure of an ecosystem (Dambacher et al., 2009). The open circles depict system 
components which could be natural populations, environmental or socio-economic variables. The 
directed links between them represent direct effects. Solid lines ending in an arrowhead represent a 
positive direct effect, whereas lines ending in a filled circle denote a negative direct effect. Links 
connecting a component to itself represent self-effects. In the first model (i), component X and Y 
have direct negative effects on each other while Y has a positive direct effect on Z. In model (ii), 
component X enhances the intensity of the interaction between Y and Z (denoted by the dashed 
line). Model (iii) represents direct effects of X on Y and Z. 

 

Figure 6: Example signed digraphs of model ecosystems.   Source: (Dambacher et al., 2009). 

Each signed diagraph can be represented in matrix form, where each element of the matrix 𝑎௜௝  
represents the direct effect of component 𝑗 on component 𝑖. The pairwise interactions in model (i) of 
Figure 6 can, therefore, be represented as: 

൥

−𝑎௑௑ −𝑎௑௒ 0
−𝑎௒௑ −𝑎௒௒ −𝑎௒௓

0 𝑎௓௒ −𝑎௓௓

൩ 

and in model (iii) as: 

൥

−𝑎௑௑ 0 0
−𝑎௒௑ −𝑎௒௒ −𝑎௒௓

𝑎௓௑ 𝑎௓௒ −𝑎௓௓

൩ 

Once the signed digraphs have been constructed, modelling of the system can use either graphical 
algorithms or matrix algebra to evaluate the stability of the system and to predict the effects of 
disturbances (Dambacher et al., 2009). The signed digraphs allow examination of indirect interactions 
and feedback properties of a system. System feedback is formed by the products of links within the 
system. Negative feedback acts in the opposite direction of an initial change in a component and acts 
to maintain stability in the system. Perturbations to inputs in the models can be used to examine 
shifts in the equilibrium state. Predictions for the direction of these shifts are obtained by a 
summation of all direct and indirect links through the network from the input source to each affected 
component. This summation of effects can be obtained from a qualitative analysis of the inverse 
community matrix (Dambacher et al., 2002). An analysis of the system’s structure and feedbacks 
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allows its stability to be evaluated and enhances understanding of drivers and constraints on 
interacting components (Dambacher et al., 2009). Details of the mathematics involved in this 
qualitative modelling can be found in Dambacher et al., (2002) and Dambacher et al., (2003). 
Software tools for constructing signed digraphs and for implementing QNMs are available on the R-
CRAN repository (Dinno 2018). 

Recent extensions to QNMs have included development of Bayesian approaches for comparing 
alternative qualitative models to examine uncertainty in model structure (Melbourne-Thomas et al., 
2012) and using them to incorporate feedback dynamics in semi-quantitative Bayesian Belief 
Networks (BBNs; (Hosack et al., 2008)). Like QNMs, BBNs are used increasingly for analysis of 
complex risks in systems where quantitative data are not available for many system components 
(Pollino et al., 2007). They similarly use a graphical depiction of the conceptual model that captures 
beliefs about the cause-effect pathways linking stressors to assessment endpoints and, like 
qualitative network models, are intuitively straight-forward to use with stakeholders. Unlike 
qualitative modelling, however, the relationships between variables in a BBN are one-way because 
they represent a conditional probability distribution that describes the relative likelihood of each 
value of the “child” node (end of the arrow) conditional on every possible combination of values of 
the “parent” nodes (start of each arrow). The conditional relationships in a BBN are directional (i.e., 
‘acyclic’; a path traced along its links cannot pass through a variable more than once) so they cannot 
represent feedback within the system. Hosack et al., (2008) developed a method for embedding a 
qualitative analysis of sign directed graphs into the conditional probability tables of a BBN. Their 
approach generates the conditional probability tables needed for a BBN directly from the signed 
digraph negating the need to parameterize conditional probabilities through expert elicitation or 
empirical data. It allows feedback behaviour within the framework of a BBN and provides a way to 
evaluate the effects of uncertainty in model structure. Software for implementing these routines is 
available in the Supplementary Materials provided by Hosack et al., (2008). 

5.2 Integrated methods for cumulative risk assessment 
The utility of QNMs in cumulative risk assessment is that they facilitate a graduated approach to the 
overall analysis, as recommended in Table 9. By this we mean they provide a framework in which a 
rapid initial analysis can provide direction on subcomponents of the system that are expected to 
have relatively low risk and those where risks are likely to be greatest and additional analysis is 
required. Most complex assessments of cumulative risk and impacts will have some ability to utilise 
mechanistic quantitative models for components of the system under consideration. In other areas, 
where there is a lack of data or knowledge, qualitative analysis or semi-quantitative analyses may be 
more appropriate. By providing a conceptual structure of the relationships among system 
components and stressors, qualitative models facilitate use of a hierarchy of tools, from simple, rapid 
and low-cost tools to progressively more complex and costly tools to support the prioritisation of 
management actions. Below, we describe two case studies in which qualitative modelling has been 
used to structure and organise large-scale assessments of cumulative risk. 

5.2.1 Case study 1: Bioregional assessment of risks from coal seam 
gas and coal mining on water resources.  

In 2012 the Australian Government initiated a series of comprehensive bioregional assessments to 
evaluate potential impacts of coal seam gas and large coal mining developments on freshwater 
resources. The assessments were designed to provide baseline information on the ecology, 
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hydrology, geology and hydrogeology of a bioregion with explicit assessment of the potential direct, 
indirect and cumulative impacts of coal seam gas and coal mining development on water resources 
(Barrett et al., 2013). Risk analysis was an important part of the assessments, which were tasked with 
providing ‘sufficient scientific advice to analyse the level of risk associated with impacts on water-dependent 
assets, particularly those of high value such as listed threatened species, state-listed wetlands and other 
important ecological and cultural water features’ (Barrett et al., 2013).  

A central component of the impact and risk analysis was a conceptual model of the chain of 
causation, that related activities associated with the coal resource development within each 
bioregion or subregion to hydrological response variables (e.g., groundwater drawdown) that could 
result in changes in the environment and ecology (represented by receptor impact variables, such as 
vegetation condition). Qualitative network models were used as the method to develop these 
receptor-impact models at a landscape level. The signed digraphs and their associated community 
matrices were developed by a multi-disciplinary panel of experts who used their current knowledge 
of the system to identify the key ecosystem components and dependencies, and their relationships 
to groundwater and surface water variables (Figure 7). These hydrological variables were then 
translated into hydrological response variables that could be estimated by quantitative groundwater 
and surface water hydrological models used to support the assessment.  

A key feature of the qualitative models was their ability to explore potential direct, indirect and 
cumulative impacts of the stress imposed on the ecosystem by coal resource development. Within 
the signed digraphs, a pathway with one arc can be formally defined as a ‘direct effect’, whereas a 
pathway consisting of two or more arcs, involving other intermediate variables, is considered an 
‘indirect effect’. Cumulative impacts were depicted by changes to two or more potentially interacting 
hydrological response variables, with concomitant direct and indirect impacts arising from them 
(Honsack et al., 2018). 

The qualitative models were used to assess potential candidate receptor impact variables and 
hydrological response variables to consider within a receptor impact model. A suite of hydrological 
scenarios based on plausible combinations of hydrological response variables was developed for 
each receptor impact model. These scenarios were then presented to a panel of experts as part of an 
expert elicitation process, and the distribution of receptor impact variable under each scenario 
elicited. Statistical models were constructed (using generalised linear models) based on the experts’ 
responses to estimate the relationship between the receptor impact variable and the relevant 
hydrological response variables, and to enable predictions to be made for combinations of 
hydrological response variables not considered in the elicitation (see Section 4.3.2 for examples of 
this scenario-based elicitation of prediction models). The statistical models were then used to make 
probabilistic predictions for changes at specific locations in the landscape, based on the modelled 
changes in those hydrological response variables at that location in different time periods.  

Use of the sign-directed graphs to represent the stressor models provided a conceptual bridge to 
organise and calibrate other qualitative, semi-quantitative and quantitative analyses. They allowed 
qualitative predictions of long-term perturbation impacts to variables and provided input into the 
design of a quantitative receptor impact model that predicted the magnitude of impact in the 
response variables given changes in the identified hydrological response variables.  
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Figure 7: Signed digraph depicting how direct and indirect impacts were assessed qualitatively and quantitatively within the bioregional assessments.   In this 
scenario a decrease in hydrological variable surface water replenishment (SWR) is modelled as an increase in hydrological response variable zero flow days (ZFD; averaged over 30 years) 
The impact of this direct effect is quantified through the receptor impact model (right-hand panel). The receptor impact model (a generalised linear model developed from scenario-based 
expert elicitation) predicts how the median value of the receptor impact variable changes in response to changes in the hydrological response variable (HRV; black line in right-hand plots) 
together with the uncertainty associated with these predictions (grey polygons). Source: Honsack et al., (2018). 
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5.2.2 Case study 2: Analysis of cumulative risks to marine ecosystems 
Dunstan et al., (2015) described a similar, tiered approach to the assessment of cumulative risks and 
impacts on marine ecosystems that allows for three different levels of analysis (Figure 8). Their 
framework, based on a model developed to assess ecosystem risks from commercial fishing 
(Ecological Risk Assessment for the Effects of Fishing, ERAEF; Hobday et al., (2011)), progresses from 
an initial comprehensive qualitative analysis of risk (Level 1), which they refer to as a ‘scale intensity 
consequence analysis’, through a more focused semi-quantitative approach (Level 2), to fully 
quantitative “model-based” approaches on system sub-components that have been identified in 
lower level assessments as having high consequences and high uncertainty (Level 3). 

 

 

Figure 8: Schematic of the hierarchical ERAEF framework. The focus of analysis at each level is described 
in italics on the left side of the diagram.   Source: (Hobday et al., 2011). 

The first level of assessment again develops a general conceptual model of the system, based on the 
knowledge of experts and stakeholders. It establishes the causal chain of receptor-impact 
relationships which map identified stressors onto system components and the valued assets that are 
to be protected. In the original ERAEF model, this was done using an exposure-effects assessment 
approach in which the range of stressors is identified and a standardized set of scoring guidelines is 
used to rate the scale and intensity of each stressor (≈ exposure) and its consequences (≈ effect) for 
a range of assets (Hobday et al., 2011). This screening level assessment allows relatively low 
consequence effects to be excluded from subsequent analysis and/or management responses 
designed to mitigate them. 
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Level 2 analyses utilise qualitative network models (Loop analysis or BBN) that are built from the 
information obtained during the initial screening level analysis. The qualitative models give a more 
formal structure to the conceptual model of the system and allow better understanding of sub-
components and their relationships. Outputs from the models may be used to identify high risk sub-
components that require more considered analysis and to provide inputs into more detailed (and 
costly) quantitative analyses undertaken at Level 3.  

As with other graduated approaches to cumulative risk assessment, a range of quantitative tools may 
be used at Level 3 to inform the analysis. These are tailored to the resources, data and information 
available and to the problem under consideration. They can include statistical models, spatial 
analysis, mechanistic process models, end-to-end ecosystem models (e.g., Atlantis, (Audzijonyte et 
al., 2019)), and models of intermediate complexity (‘MICE’ models, (Plagányi et al., 2014)). 

At each level in the framework, an analysis occurs that determines the level of risk of stressors to 
assets. Risks below an agreed threshold are screened from further analysis. This tiered approach of 
increasingly quantitative analysis, with associated increases in data requirements and analytical 
costs, means that resources can be efficiently targeted at the system components where there is 
greatest uncertainty or potential for large consequences.  
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6 Scenario-based methods for evaluating management 
alternatives under uncertainty 

6.1 Decision analysis 
A variety of analytical tools has emerged from the field of decision analysis to evaluate policy choices 
under uncertainty. Classic decision analysis involves the formal analysis and ranking of decision 
alternatives against multiple, and often conflicting, decision objectives. Uncertainty is described with 
well-characterized probabilities and optimal strategies are evaluated based on objectives specified 
for the policy outcomes (Means et al., 2010).  

Unlike conventional probabilistic risk assessment, where the analytical component of the assessment 
is separated from the evaluation of policy alternatives, decision-analytical methods typically use an 
analysis that iterates between examining modelled future scenarios and assessing their performance 
against one or more stated objectives for the system under consideration (Gregory et al., 2005). The 
unique contribution of decision analysis to risk analysis is the use of an objective or utility function, 
𝑢(𝑥), to indicate the desirability of each consequence (𝑥) relative to all other consequences. This 
function is assumed to aggregate the objectives for the problem under consideration and the 
attitude of the decision-makers to risk (Keeney 1982). The premise is that all decision problems 
involve subjective judgements about the desirability of the consequences from different decision 
alternatives and that the likelihood of those consequences and their desirabilities can be estimated 
separately using probabilities and quantifiable utilities, respectively. The expected utility of each 
decision alternative can be calculated as the weighted average of all possible outcomes of the 
decision, with the weights being assigned by the probability that any particular event will occur. In a 
rational decision context, the decision alternatives with the highest expected utilities should be 
preferred (Keeney 1982).  

Decision analytic methods typically deconstruct complex problems into smaller components (e.g., 
individual objectives, probability distributions) that can be examined separately. Optimization 
methods (e.g., mathematical programming) are used to sort through prospective outcomes from a 
policy option following subjective expected utility theory to achieve the best solution relative to the 
stated policy objectives. 

Most decision-analytic methods for risk and decision analysis are designed to identify ‘optimal’ 
strategies contingent on a characterization of uncertainty that obeys the axioms of probability theory 
(Lempert et al., 2006). They begin with a system model that generates outcomes of interest given a 
choice of strategy and a set of probability distributions over the model’s input parameters to 
characterize the uncertainties. The analysis seeks the strategy with the optimal expected utility. This 
approach generates the best possible strategy when the uncertainties are relatively well 
characterized by single probability distributions (e.g., aleatory uncertainty or natural variability) and 
the objectives for management can be expressed as some form of utility.  

6.1.1 Markov Decision Processes 
Markov Decision Processes (MDP) are one of the optimization procedures that are used to model 
decisions under uncertainty (Puterman 2008). They are useful for sequential decisions that involve 
trade-offs between strategies, for deciding on optimal actions that can be applied to different parts 
of a system that may be in different states (Forsell et al., 2011), and for adaptive management 
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problems where there is the opportunity to learn from iterative decisions (Chadès et al., 2017). MDPs 
define (1) a set of possible states for the system, (2) a set of decision actions that could be 
implemented, (3) a transition function that represents the probability of the system moving from one 
state to another given a decision action and (4) a reward or ‘utility’ function that provides the basis 
for evaluating the benefits of any decision for the system. In this context, finding the best decisions 
under uncertainty is an optimisation problem in which the sum of future expected utility is 
maximised over time (Marescot et al., 2013). 

Advances in computing power have increased the functionality and accessibility of MDPs. Extensions 
have included characterising spatially heterogeneous resources as a network (Graph-based Markov 
Decision Process), where each spatial domain is represented as a node within a network and 
dependencies between the domains are denoted as edges between them (Forsell et al., 2011). 
Methods have also been developed to model hierarchical decisions with different time horizons 
(Kristensen & Jørgensen 2000; Ge et al., 2010).  

MDPs have had some application in biosecurity, public health, and conservation science (Chadès et 
al., 2011; Marescot et al., 2013; Chadès et al., 2017), but new software tools will likely increase their 
availability to other researchers (Marescot et al., 2013; Chadès et al., 2014). For example, Ge et al., 
(2010) used Markov decision processes to assess alternative control strategies for foot-and-mouth 
animal disease outbreaks. In their analyses, they evaluated the utility of using multi-level, hierarchic 
Markov processes over a static control approach (i.e., pre-defined strategies with a single decision 
point). By using dynamic Markov processes, the costs of interventions were more accurately 
estimated and better guidance was provided to the decision-maker. 

6.1.2 Dynamic programming  
Dynamic programming is one of a number of decision-analytical methods that can be used to 
evaluate the effects of management decisions on dynamic ecological and social systems where there 
is uncertainty in the behaviour of the system and in the effect of the decisions. It is a simulation and 
optimization technique that is applied most usefully to situations where decisions are made 
repeatedly through time about the management of a dynamic resource and where there is 
uncertainty about its future state and the effect of the management upon it. It has been advocated 
as a way of developing optimal strategies for adaptive management (Hauser & Possingham 2008; 
Chadès et al., 2017) and for evaluating the effects of management decisions on threshold shifts in the 
condition of natural systems (Martin et al., 2009).  

Dynamic programming uses a mathematical representation of these decision-problems that: 

i. simulates different states that a system may exist in and the likelihood of transition 
among them  

ii. considers an optimality condition for all management decisions and,  
iii. takes account of how uncertainty affects transition among states and the decisions 

applied at each stage. 

A stylized representation of the method is depicted in Figure 9. The grey arrow represents the 
timeframe (or states, periods) of the analysis and 1, 2, … , 𝑡 are different time intervals such as years, 
months, weeks or other time metrics. Decision-making is optimized over the entire period of analysis 
(blue arrow) to achieve an overall, long-term objective (green box). 
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Figure 9: Schematic representation of dynamic programming.  

 

In a dynamic programming model it is assumed that the decision maker has a perfect foresight over 
the entire timeframe under model consideration and that decisions are adjusted to achieve the 
optimal outcome over the period of analysis. This programming approach is subject to constraints 
that restrict the optimization level and can include constraints such as initial state variables and 
resource endowments (Kennedy 1986).  

There are six basic steps to implementing a dynamic programming approach: 
1. The management objectives for the resource must be defined and agreed upon.  

This includes defining the time period over which the actions are to be evaluated and the 
intervals at which decisions are revisited. 

2. A set of states must be defined that describe the condition(s) that the resource could be in at 
each time step (including highly uncertain states). 

3. The management actions that can be implemented to change (or maintain) the state of the 
resource to meet the objective must be specified. 

4. A mathematical representation (model) is constructed that describes the system dynamics 
and how the management actions affect transition from one state to another. 

5. A utility function is defined which describes the performance of the system relative to the 
management objectives. This could be in the form of economic outcomes, levels of a 
biological population or a measure of social improvement. 

6. The final step is determining the strategy or series of actions that optimizes the chances of 
achieving the overall management objective(s).  

A key element in dynamic programming and other optimization techniques is deciding upon an 
appropriate objective value function that will define the optimality condition for management (i.e., 
the measure by which the performance of the outcome will be assessed; (Bellman 1954). Table 10 
summarises a range of ecological studies that have applied dynamic programming to natural 
resource decision-making under uncertainty. The summary details the management objectives 
specified for the resource, the alternate states defined in the modelled system, critical elements of 
uncertainty and the management strategies that were evaluated. Performance of each strategy was 
evaluated using a utility measure (or measures), 𝑈, intended to quantify the objectives for the 
resource. 

Applications of dynamic programming can be classified into four types: deterministic dynamic 
programming, dynamic programming stochastic simulation, dynamic stochastic programming (i.e., 
including uncertainty and risks) and dynamic programming risk models that consider the risk aversion 
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of decision makers. Deterministic approaches to dynamic programming have been used in a number 
of marine applications (e.g., (Bjørndal et al., 2004)). Dynamic programming models have been 
applied to the management of fish stocks (Schaefer 1954; Hart 2003; Grafton et al., 2008; Maroto et 
al., 2012), multiple species interactions (Clark 1985), extraction of marine resources such as oil, gas 
and minerals (Conrad 2010), and economy-wide impacts of introduced policy and technological 
changes on marine environments (Asche 1997). 

Inclusion of uncertainty and risks provides information on possible various states of nature and 
allows analysis of impacts on marine environment and resources (living, natural and minerals) in 
extreme situations. Hence, by considering uncertainty and risks in dynamic programming, it is 
possible to incorporate different states of nature (e.g., low, mean and high yield levels of fish) and 
reveal different simulated outcomes (e.g., profits of fisherman under low fish yield, profits of 
fisherman under high fish yield). Stochastic dynamic programming incorporates variability into the 
model dynamics. Variation can be parameterised on the basis of historical data, expert elicitation, or 
through the use of various simulation techniques such as Monte Carlo simulation and Latin 
Hypercube sampling (Hardaker et al., 2004).  
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Table 10: Examples of the application of dynamic programming to the management of ecological resources.  

Management problem Objective System states Management strategy 
/ decision at each time 

step 

Critical uncertainty Performance 
measure (𝐔) 

Study 

Optimal adaptive 
harvest strategy for 
hypothetical population 
under uncertain 
dynamics 

Maximize the expected 
number of years in which 
harvesting takes place 
over a finite time horizon 

Population status: 

 Collapsed 
 Vulnerable 
 Robust 

 Harvest 
 Do not harvest 

Probability of 
recovering from a 
collapsed state to a 
vulnerable state 

Harvest value Hauser & 
Possingham 
(2008) 

Optimal allocation of 
resources to manage 
spread of invasive pests 
or diseases 

Minimize the number of 
infected nodes by taking 
actions to increase the 
probability of eradication 
in an infected node. 

Node status: 

 Infected 
 Susceptible 

 Manage 
 Survey 
 Do nothing 

Probability of 
detection in a node 

A function that 
reflects the 
number of 
uninfected 
(susceptible) 
nodes relative to 
the cost of 
actions to 
achieve them 

Chadès et al., 
(2011) 

Optimal control of a 
population of wolves in 
Europe 

Maximize the wolf 
population while 
providing that the 
population does not 
exceed 250 individuals 
and remains above 50 
individuals. 

The population size 
(𝑁௧) at time 𝑡 

Harvest rate 
0-100% 

Variability in 
population growth 
rates 

An index that 
reflects whether 
the population 
size is within the 
target range 
specified by the 
objective 

Marescot et al., 
(2013) 

Optimal control of foot-
and-mouth disease 
epidemics 

Minimising the total costs 
of control, including 
direct expenditures on 
control and export losses 
due to a ban on meat 
sales. 

Epidemic status: 

Infection Index ((𝐽௧) 
that reflects the 
moving average of the 
number of newly 
detected herds that 
are affected 

 Implement 
compulsory EU 
measures 

 EU measures + 
pre-emptive 
culling on 
neighbouring 
farms 

Epidemic growth 
rate 

Net present 
value of the total 
rewards of a 
policy 

Ge et al., (2010) 
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Management problem Objective System states Management strategy 
/ decision at each time 

step 

Critical uncertainty Performance 
measure (𝐔) 

Study 

 EU measures + 
emergency 
vaccination on 
neighbouring 
farms 

Optimal harvest strategy 
for multiple duck species 

Maximize the total 
harvest over the time 
horizon 

Autumnal population 
sizes for each species 
at time 𝑡 

18 regulatory scenarios 
that included 
combinations of bag 
limits and length of the 
hunting season  

Population recovery 
rate per species 

Average annual 
(aggregate) 
harvest; 
Average season 
length;  
Average number 
of years between 
a change in 
regulatory 
option;  
Average 
(aggregate) 
breeding 
population size. 

Johnson et al., 
(2019) 
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Studies that have used a stochastic dynamic model have included applications to identify optimal 
stock levels, search and information sharing strategies for fishermen, investment, regulation of 
fishing effort and catch (Clark 1985; Weitzman 2002; Hannesson & Kennedy 2005). For example, 
Hansen & Jensen (2017) considered ecological, variable economic and structural economic 
uncertainties in fisheries regulation, since most of the regulators are subject to uncertainty and argue 
that it is important during the development of pro-price regulation policy often observed in fisheries 
economic studies. Uncertainty under dynamic context also allowed taking into the account 
asymmetric information and compliance of fisheries regulation (Jensen et al., 2017).  

Li et al., (2014) developed a dynamic programming model that combined a Monte Carlo simulation 
and mixed integer nonlinear programming to analyse the recovery of spilled oil in offshore areas. 
They showed that mechanical collection had an important effect on the transport and state of oil. 
More importantly, they concluded that integrating dynamics and uncertainty in the model facilitated 
better decisions on the allocation and operation of oil recovery devices. Studies have also 
investigated the effect of uncertainty in environmental forecasting of offshore conditions and its 
impact on operations to install and maintain marine infrastructure (Natskår et al., 2015). Link et al., 
(2012) used dynamic programming to explore the effects of a range of different types of 
uncertainties on predictions from ecosystem-based fisheries models, including natural and market 
variability, observation errors, model structure and inadequate communication among stakeholders, 
decision-makers and scientists. The model outputs provided insight into best practice to address 
each of these uncertainties in ecosystem models. 

Decision-makers make decisions about the best way to achieve desired outcomes based on the 
current state of a resource and uncertainties about its future state. Their attitudes to risk and to risk 
aversion often vary depending on the management context. By knowing the attitude of decision 
makers towards risks it can be possible to develop risk management options that are appropriately 
conservative or risky. Such attitudes toward risk are not captured in dynamic programming stochastic 
simulation models. Dynamic programming risk models can, however, be a suitable tool for 
incorporating risk aversion, as they can consider the behavioural response to risky situations in the 
objective function of the dynamic programming (Ruszczyński 2010).  

Mean-variance analysis is often applied to solve problems of the optimal choice of management 
strategies in uncertainty and risky settings. In this approach, if activities have the same returns (or 
variances) but one activity has lower variances (or higher expected return) then this activity is 
preferred by decision makers (Markowitz 1952). Mean-variance analysis selects the single and 
optimal activity considering the expected and variance of outcomes, (i.e., the trade-offs between the 
mean and variance values of outcomes). The mean-variance approach can be extended into the 
dynamic mean-variance programming model to model the attitude of a decision maker and his/her 
planning processes through time in a dynamic context (Djanibekov & Villamor 2016).  

The objective function used in mean-variance programming is usually maximization of certainty 
equivalents in terms of profits or other objective value from different activities over time. In this 
case, the certainty equivalent is the certain profit level that is rated by the decision maker equivalent 
to an uncertain profit level and includes an annual expected profit value reduced by the annual risk 
premium. The risk premium is the minimum amount of money required to motivate a decision maker 
to select a relatively risky activity. Hence, the main characteristics of dynamic mean-variance 
programming model are consideration of: 

 state variables that change from one stage to the next stage,  
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 transition functions that transform the state variables in one of the stages into the 
state variable in the next stage, 

 a set of possible states of the nature (i.e., distribution of parameters) for each stage, 
and  

 an optimization procedure considering the expected and variance values and risk 
aversion of decision maker (Djanibekov & Villamor 2016).  

To our knowledge there are few studies that have incorporated dynamics and risk aversion in the 
context of marine studies. For example, Walters (1975) combined a dynamic programming model 
and stochastic elements, and analysed optimal harvest strategies for fish under environmental 
variability and uncertain production. He showed that the fish management strategies are sensitive to 
the mean and variance of catches. Ewald & Wang (2010) analysed the maximization of expected 
sustainable yields under variance constraints by deriving optimal harvesting strategies for risk-averse 
decision maker and showed that the optimal fishing effort needs to consider trade-offs in mean and 
variance of outcomes and is decreasing with the level of risk aversion. Doyen et al., (2007) showed 
that the ecological and economic risks are reduced when viability strategies are introduced to 
sustainably manage the marine ecosystem. Allan et al., (2011) analysed investment into the 
electricity technologies under uncertainty and reported that the lower variance energy technologies 
can be installed without increasing costs by expanding the marine renewable technologies. 

6.2 Decision-Making Under Deep Uncertainty 
As described earlier, most risk assessments (Sections 2.1) and scenario evaluations (Section 6.1) 
analyse and evaluate a subset of the most plausible risk scenarios selected from a larger range of 
possible scenarios. A single (or relatively few) ‘best’ risk model is used to represent the system and to 
simulate the effects of alternate management decisions and their consequences. In this form of 
analysis, uncertainty is usually incorporated by defining a set of probability distributions for the 
model input parameters which are then sampled across to understand the range of possible 
outcomes for a given management option and their likelihoods. These probability distributions are 
derived from existing data, literature or expert judgement (Section 4). Uncertainty about the 
probability distributions or about the structure of the model itself is typically addressed by 
implementing a sensitivity analysis to evaluate how the model’s outcomes are influenced by the 
different sources of uncertainty in the inputs (Saltelli 2002).  

In situations of deep uncertainty there is not a clear path for choosing which scenarios to model or 
the appropriate model structure (Kwakkel & Haasnoot 2019). Deep uncertainty occurs when the risk 
analysts and other experts involved in the risk assessment do not know or cannot agree on the 
appropriate ways to describe key relationships among: (i) the important influences on the system 
that affect future outcomes, (ii) the probability distributions used to represent uncertainty or (iii) 
how to rank or value different predicted outcomes (Section 2.2.1). Indeed, in many situations where 
there is a lack of knowledge or data about the system of interest it is likely that many different risk 
models could plausibly represent it. Uncertainty about which specific scenarios to model can also 
create an impasse in decision-making as different parties dispute the assumptions used to construct 
and parameterise it (Lempert et al., 2006).  

In this section, we describe a range of methods that have been developed to address these situations 
of Decision-Making Under Deep Uncertainty (DMDU).  
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6.2.1 Exploratory Modelling and Analysis 
‘Exploratory Modelling and Analysis’ (EMA; or ‘Computer Aided Reasoning’ – Bankes et al., (2001)) 
describes a suite of techniques that have been developed to evaluate decision alternatives in 
complex systems. Conceptually, they have emerged from the field of Assumption-Based Planning 
(ABP) in which the objective is to prevent a policy from failing by examining its vulnerabilities, 
particularly the assumptions underlying the policy and the consequences that would occur if they are 
violated. To deal with potential surprises and to avoid undesirable long-term outcomes, candidate 
policies are selected on the basis of their performance across a wide range of potential future 
scenarios, not simply on what is considered the most likely future (Dewar et al., 1993; Marchau et al., 
2019a). The objective of ABP is not to choose a single optimal scenario based on a policy decision, 
but to identify the vulnerabilities in policy choices – things that could go wrong if the assumptions 
are incorrect - and to evaluate options that best reduce the vulnerabilities and hedge against the 
possibility of failure (i.e., to make it more robust to uncertainty). Common elements of ABP include:  

 identifying important assumptions in a policy setting or plan which if violated could 
cause its failure,  

 identifying vulnerabilities of the policy associated with each assumption (i.e., changes 
that would occur if the assumption does not hold), 

 defining ‘signposts’ – events or thresholds that indicate changes in a vulnerability of 
an assumption – and ‘shaping actions’ that are designed to avert or to cause the 
failure of an assumption, 

 defining ‘hedging actions’ that are intended to prepare the parties for failure of an 
important assumption. These are actions that can be taken to achieve the long-term 
goals even if the assumptions in the plan are not met. 

 continuous monitoring to track progress toward the long-term objectives and detect 
‘signposts’ (Dewar et al., 1993; Walker et al., 2013a). 

EMA approaches leverage advances in computing power and speed to aid ABP. They are based on 
the idea that, under conditions of deep uncertainty, where it is unclear which model, parameters and 
outcomes describes the risk problem most appropriately, an ensemble of plausible models - rather 
than any single model - best represents the available information about possible futures (Lempert 
2002; Lempert et al., 2004; Lempert et al., 2013b). Uncertainty is characterized by the multiple 
representations of the future rather than by a single set of probability distributions.  

EMA approaches utilise computational tools to make large numbers of runs of system models in 
order to explore the full range of uncertainties and to identify situations in which a plan would fail 
(Walker et al 2013a). They generate a broad range of plausible future scenarios based on available 
information, data and the identified policy alternatives (a step referred to as ‘case generation’ 
(Section 6.2.2, Lempert et al., (2013b)). Data analysis and visualization tools are then used to explore 
across the scenarios to obtain insights into how the system would behave under different 
assumptions and violations of those assumptions (Bankes et al., 2013).  

As a simple example, consider a model in which there are N parameters each of which could assume 
a range of values. Each model run with a unique combination of parameter choices represents a 
single plausible future scenario from the ensemble of possible parameter combinations across N-
dimensional space (Bankes 1993; Walker et al., 2013a). Large uncertainty can mean that the 
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properties of each model can take a wide range of values across the parameter space so that many 
combinations of model structure and parameter settings must be examined to describe the full range 
of plausible outcomes. EMA approaches are, nevertheless, not restricted to dealing just with 
parametric uncertainty. They can also be utilised where the relationships between model 
components are unknown but can be approximated by simple functional relationships (Bankes 1993). 

Because they attempt to explore the full “space” of possibilities created by uncertainty in the many 
variables that describe a complex system, implementation of EMA often involves use of simplified, 
integrated models (variously described as ‘meta-models’, or “fast and simple” models; (Walker et al., 
2013a)) rather than single complex, process-oriented models. Integrated policy models are simple, 
aggregated models that approximate the behaviour of more complex process models (Haasnoot et 
al., 2012). To cover the “space” of plausible futures, EMA approaches typically compute very large 
numbers of model runs (thousands to hundreds of thousands of scenarios). The process of selecting 
which models to run from the full ensemble is a key element and is driven by the policy question 
under consideration (Bankes et al., 2013). Data mining and visualization techniques are typically 
utilized to help parties to the policy decision – analysts, policy makers and stakeholders – generate 
hypotheses about desirable strategies and to search or sample systematically across the ensemble to 
identify those strategies and circumstances that achieve the outcomes of interest and which avoid 
undesirable consequences. (Bankes 1993; Bankes et al., 2013). This can include exploring 
circumstances in which a policy will perform well or fail, understanding the range of dynamics that 
the system could plausibly display or identifying circumstances in which the system may exhibit 
atypical or unexpected behaviour (Kwakkel & Pruyt 2013). Because EMA approaches allow the 
vulnerabilities of policy alternatives to be explored across a broad range of plausible circumstances 
they can facilitate the design of strategies that hedge against catastrophic outcomes (Bankes et al., 
2013). 

EMA approaches are best viewed as methods to “stress-test” a broad range of policy options 
(Lempert 2019). They incorporate computer aided support to enable participatory decision-making. 
Computer generated visualizations help users develop propositions about desirable strategies and 
analytical searches through the ensemble of scenarios can then help test these propositions 
(Lempert 2002).  

Several general approaches and analytical tools have been developed that use EMA. They include: 

 Robust Decision Making (RDM) (Groves & Lempert 2007; Lempert & Collins 2007; 
Lempert 2019) 

 Many Objective Robust Decision Making (MORDM) (Kasprzyk et al., 2013; Herman et 
al., 2015) 

 Dynamic Adaptive Policy Pathways (Haasnoot et al., 2013) 

 Info-Gap Decision Theory (Ben-Haim 2006; Hemez & Van Buren 2019) and 

 Real Options Analysis (Woodward et al., 2014; de Neufville & Smet 2019) 

In the following sections, we provide a general overview of Robust Decision Making, Many Objective 
Robust Decision Making and Dynamic Adaptive Policy Pathways and describe how they have been 
applied to complex environmental decisions. These approaches have so far had most application in 
the fields of climate change adaptation, infrastructure planning and flood management. Our aim is to 
introduce them to the field of risk management in ecological systems. Detailed descriptions on each 
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approach and on Info-Gap Theory and Real Options Analysis can be found in Marchau et al., (2019a) 
and in the literature cited in each section. 

6.2.2 Robust Decision Making (RDM) 
Robust Decision Making (RDM) was developed by researchers at the RAND Corporation to enable 
choice among different management actions in situations of deep uncertainty (Lempert 2002; 
Lempert et al., 2006; Groves & Lempert 2007). The overall objective of RDM is to identify policies 
that are ‘robust’ to uncertainty; strategies that perform well, compared to alternatives, over a wide 
range of plausible, uncertain future states of the world (Walker et al., 2013a; Lempert 2019). RDM 
encompasses a variety of approaches that utilize computerized analysis and visualisation to explore 
policy options and the effects of trade-offs (Lempert & Collins 2007). 

There are five general steps (Figure 10).  

1. Decision framing 

The first stage involves participatory scoping of the risk problem to structure the overall analysis. 
Decision-makers, planners and stakeholders work together to frame the decision problem, identify 
objectives for management, actions or policies that could be pursued, and measures for evaluating 
the performance of those policies.  

Lempert et al., (2003) introduced the concept of the “XLRM Matrix” to help structure this scoping 
phase. The XLRM Matrix is used to document: 

 Exogenous uncertainties (“X”s) – drivers of the system that are outside the control of 
the decision-makers and which may influence the success (or failure) of their 
strategies over the long-term; 

 Policy levers (“L”s) - the near-term actions that decision-makers can take and which, 
in combination, comprise the strategies that they wish to explore;  

 Relationships (“R”s) (generally represented by simulation models) that represent the 
way that the uncontrolled influences on the system (“X”s) and the management 
actions (“L”s) relate to each other and to the performance measures (“M”s).  

 Metrics (“M”s) – measures used to assess performance of the strategies. 

For example, stakeholders may express concern that decline in a fishery (an “M”) may be associated 
with increased sediment run-off from deforested land (an “X”) that has caused changes in nearshore 
benthic environments. Options for management could include an increase in riparian planting in 
surrounding catchments (“L”) to mitigate erosion. Stakeholders may also express concern that the 
costs (an “M”) of planting will be greater than the financial returns from the commercial fishery or 
that there are other potential stressors (“X”s) acting on the coastal environment that contribute to 
the decline (e.g., climate change, over harvesting, etc). Relationships between sedimentation, 
replanting and productivity of the fishery (“R”) could be described as a series of qualitative functional 
relationships or by quantitative process models describing erosion under different climate and 
replanting scenarios and the effects of sediment on fish populations. In either case, the deliberation 
needs to establish plausible ranges for the uncertainties or assumptions made in defining the 
problem. These can be derived from existing information, data or from expert elicitation (Section 4).  
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This scoping stage of RDM requires strong facilitation to ensure that the full range of possible risks 
and ideas for managing them is captured in the initial XLRM matrix. A key focus of the facilitation 
process is also deciding on the performance measures (“M”) that will be used to rank the desirability, 
success or failure of various scenarios. These measures embody the long-term outcomes that the 
stakeholders and other parties to the decision wish to achieve and/or the future states that they 
wish to avoid. For example, in exploring options for global sustainable development using RDM, 
Lempert et al., (2003) used a suite of indicators of well-being derived from the United Nations 
Human Development Index (HDI) and the concept of a Green GDP. In evaluating strategies for future-
proofing water supply to London and the Thames Basin, Matrosov et al., (2013) used five metrics for 
the supply of water: reliability of water supply service, reservoir storage susceptibility, environmental 
performance, energy consumption and total costs (capital and operating). Shortridge & Guikema 
(2016) used five performance measures % of years when minimum irrigation demand is met, average 
annual volume of water delivered to hydropower utilities, % of months where the storage lake is 
above the minimum acceptable level, average environmental flow requirement, and average flow 
requirement for the Tis Issat waterfall – to evaluate future scenarios of planned water infrastructure 
projects in Ethiopia. 

 

Figure 10: General steps in a Robust Decision-Making process.   Steps that involve participatory 
deliberation are shaded. Source: Lempert (2019) 
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This participatory scoping step can also be revisited in the RDM process. In this first instance, its 
focus is to frame the study system by documenting and disaggregating different forms of uncertainty, 
identifying performance metrics and the initial management actions and relationships among the 
major influences on system dynamics. After an analysis of current vulnerabilities (Step 3), 
stakeholders may then structure a dialogue around additional adaptation options to mitigate against 
vulnerabilities identified in the strategies. 

2. Case generation 

The second step of RDM – case generation – uses a simulation model (or models) to explore one or 
more proposed strategies over the full range of the uncertain factors. Unlike conventional risk 
analysis where the relevant system is characterized by a system model that uses a single “best 
estimate” set of probability distributions for its input parameters to characterize uncertainty, the 
purpose here is to generate a very large database of model results across many plausible 
combinations of the uncertain input variables (Lempert et al., 2006). This database of potential 
outcomes is then interrogated systematically to identify weaknesses in the strategies (Step 3 - 
Scenario discovery and exploration).  

Case generation can start with one or more actions or policies identified by an agency or decision-
body or it could begin with a base-case strategy chosen through traditional expected utility or risk 
analysis as the most favoured path (Groves & Lempert 2007; Lempert & Groves 2010).  

Several approaches can be used to generate cases across the proposed actions and uncertainties. A 
common method is to use computational experiments to sample systematically across the ranges of 
uncertain input parameters while holding a candidate policy or parameter constant (Bryant & 
Lempert 2010; Kwakkel et al., 2016b) or to sample across the policy options (Kwakkel 2017). These 
experiments can be implemented using different design strategies including Full Factorial sampling, 
Monte Carlo sampling, Latin Hypercube sampling, and other, more specialized sampling strategies 
(Morris 1991; Kwakkel 2017) depending on the type of ensemble of models to be explored. In 
situations where there are many uncertain input variables a Full Factorial sampling can yield a very 
large number of future scenarios that make this stage very computationally intensive. In these 
circumstances, Bryant & Lempert (2010) recommended use of Latin Hypercube sampling over other 
methods as it generates an efficient sample of a model's behaviour across the parameter space 
without requiring all combinations of the uncertain factors to be included. Latin Hypercube sampling 
has superior properties for variance reduction relative to other sampling designs.  

For example, in applying RDM to analysis of hypothetical flood mitigation strategies in the Rhine 
Delta of the Netherlands, Kwakkel et al., (2016b) used Latin Hypercube sampling to generate 5000 
experimental model outcomes for the base-case “do-nothing” scenario. These were sampled from 
across the ranges in uncertainty of input variables related to climate change scenarios, potential 
changes in land use, the uncertain relationship between water levels and the propensity of dykes to 
fail, the damage functions used in the model and the effects of policy actions. In a similar application 
– strategies for flood risk mitigation for Ho Chi Minh City, Vietnam - Lempert et al., (2013a) used a 
combination of Latin Hypercube sampling across five uncertain parameters (rainfall intensity, size 
and distribution of the human population, poverty rate and population vulnerability) and a Full 
Factorial design to sample across potential changes in the levels of the Saigon River. They generated 
1000 experimental scenarios that formed the basis of their analysis. Molina-Perez (2016) also used a 
mixed experimental design, comprising both Full Factorial and Latin Hypercube Sampling across 
uncertainties in 12 climate scenarios and 300 prospective technological scenarios to generate 3,600 
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different future scenarios to evaluate options for investment and international cooperation in 
technology development to mitigate climate change.  

3. Scenario exploration and discovery 

Scenario exploration and discovery is the analytical core of RDM. In this step, statistical data mining 
algorithms are used to explore the database of model outcomes generated in the previous case 
generation phase to identify cases that are of interest to decision-makers and stakeholders. These 
might, for example, be situations where the policy has quite divergent performance in outcomes 
(Lempert et al., 2006). The aim of the analysis is to identify the combinations of the uncertain input 
variables that best predict this divergent performance across the range of generated cases and, in 
particular, the circumstances (i.e., regions of the multi-variate uncertainty space) where a policy 
performs poorly. The combinations of the uncertain input variables that result in high levels of failure 
are characterized as the “vulnerabilities” of the policy (Matrosov et al., 2013). They define the 
conditions under which the proposed policy (or policies) would fail to meet its goals (Lempert 2013). 
This stage of the analysis provides a quantitative means of identifying those combinations of 
uncertainties that require attention from decision-makers - where there is a need to hedge against 
failure - and those that can be more safely disregarded (Groves et al., 2014). Information on a 
policy’s vulnerabilities can inform deliberation with stakeholders and decision makers about 
necessary modifications to the policy or the development of alternate actions that might reduce 
these vulnerabilities (return to Step 1). By iterating the case generation and scenario discovery stage 
(Steps 2 and 3) these alternate strategies can then be evaluated to determine how effective they are 
in reducing vulnerabilities. 

Statistical classification algorithms, such as the Patient Rule Induction Method (PRIM) (Friedman & 
Fisher 1999), Classification and Regression Trees (CART) (Breiman et al., 1984) and Random Forests 
(Breiman 2001), are used to find the combinations of values for the uncertain input variables that 
result in unusually large or small values of the performance measures (‘M’) or which best distinguish 
scenarios that variously meet or fail to meet pre-specified performance thresholds (Friedman & 
Fisher 1999; Lempert 2019).  

PRIM is often used in applications of scenario discovery because it is very interactive, allows multiple 
options for the choice of scenarios, and provides visualizations to assist users choose among the 
options. Diagnostics implemented in the PRIM routines help guide the selection of scenarios that are 
relevant to the policy decision (Bryant & Lempert 2010; Dalal et al., 2013). PRIM seeks to optimize 
three metrics: density, the fraction of cases in the data cluster that are of interest (e.g., where the 
policy fails); coverage, the fraction of all cases in the database in which the policy fails that are 
contained within the data cluster; and interpretability, the ease with which users can understand the 
information conveyed by the scenario. Interpretability is typically measured heuristically as data 
clusters that have only a small number of uncertain parameters that define it (Kwakkel & Jaxa-Rozen 
2016). 

A critical step in this stage is defining the (often binary) criteria used to select and classify scenarios 
of relevance to the decision. The thresholds for measuring success or failure against a performance 
goal may be specified by the decision-making group or may emerge as cluster sets in analysis of the 
model outcomes. For example, in evaluating the likely effects of imposing a standard for adoption of 
renewable energies, Bryant & Lempert (2010) used PRIM to identify circumstances in which the 
policy that might achieve the renewable energy objectives would result in unacceptably high costs, 
defined in their application as the cases that exceeded the 90th percentile cost from the database of 
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results. The classification could, alternatively, have been based on a budget threshold (e.g., cases 
that are within or exceed allocated budgets for the policy) or stakeholder tolerances for public 
expenditure (i.e., willingness to pay).  

In a lake eutrophication example, PRIM was used to identify modelled cases where the policy settings 
resulted in unacceptably high levels of pollution and the combinations of the uncertain factors that 
contributed to these cases (Lempert & Collins 2007; Kwakkel 2017). Shortridge & Guikema (2016) 
defined minimum performance thresholds for each of five metrics they used to evaluate water 
infrastructure policies under climate change. For measures of the reliability of water delivery for 
irrigation and hydropower the thresholds were based on design specifications of the plant. For 
environmental flows and lake levels, the thresholds were set from historic climate conditions and 
operations.  

4. Trade-off analysis 

Vulnerabilities of the policies identified in the scenario exploration step provide the basis for 
evaluating alternative policies or potential modifications to a strategy to reduce its vulnerability. This 
is sometimes referred to as ‘trade-off analysis’ or the ‘risk management stage’ of RDM (Groves et al., 
2014)). The trade-off analysis is also designed to be participatory. Visualizations from the analyses 
undertaken during the case generation and scenario exploration stages enable the parties to the 
decision to compare the performance of alternative strategies over a wide range of futures.  

A variety of different metrics of ‘robustness’ have been proposed to aid this deliberation (McPhail et 
al., 2018). They include measures derived from classic decision analytics (e.g., Maximin, Minimax, 
Hurwicz optimism-pessimism rule, minimax regret, and Laplace’s principle of insufficient reason, 
Table 11) and more contemporary metrics of the density function of performance (e.g., variance and 
skew) that have been designed to measure the range of performances across the scenarios (Kwakkel 
et al., 2016a). Choice of policy alternatives can be sensitive to the robustness metric that is used to 
compare the strategies (Giuliani & Castelletti 2016), since the different measures embody differences 
in risk tolerance and different meanings of robustness (McPhail et al., 2018). For this reason, Kwakkel 
et al., (2016a) recommended using a combination of metrics to evaluate the trade-offs between the 
average performance of a policy across many future states of the world and variation in its 
performance around the average condition. 

McPhail et al., (2018) developed a classification of robustness metrics to provide guidance on their 
selection and use. The classification is based on (1) whether the metrics measure the absolute 
performance of a policy or the performance of the policy relative to others or some benchmark 
standard, and (2) whether the metric provides an actual indication of system performance or is 
compared to a pre-specified performance threshold. Absolute performance measures may be 
dictated by regulatory standards or may be specific outcomes that stakeholders want the policy to 
achieve, such as return on investment, acceptable levels of protection, or other defined policy 
objectives. Relative performance measures are used where the large uncertainties of the input 
variables (‘𝑋’) generate a wide range of plausible futures and there are no well-defined desired 
outcomes (Lempert 2019).  

5. New futures and strategies 

Lempert (2019) introduced a fifth stage into the RDM process in which analysts and decisionmakers 
use the outcomes from the scenario exploration and/or trade-off analysis stages to identify new 
management strategies that may provide better trade-offs than those initially considered in the 
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modelling. These new alternatives generally incorporate additional policy levers, which can be 
considered via scenario exploration and trade-off analysis. This step in RDM also provides a natural 
point of connection with the Dynamic Adaptive Policy Pathways (DAPP) methods (Section 6.2.4) in 
the consideration of adaptive policies that may incorporate short-term actions and associated 
contingencies. Different methods can be applied at this stage. Recent applications have used multi-
objective robust optimization tools (see Section 6.2.3) to evaluate trade-offs among different 
strategy objectives. RDM uses both absolute and relative performance measures to compare 
strategies in the vulnerability and trade-off analyses. Absolute performance measures are useful 
when decisionmakers are focused on one or more outcomes, such as profit, energy produced, or 
lives saved. Relative performance measures are often useful when uncertainties create a wide range 
of outcomes. so decisionmakers seek strategies that perform well compared to alternatives over a 
wide range of futures. RDM often uses ‘regret’ to represent relative performance (Table 11). 

Hedging against surprises and thresholds 

The new futures and strategies stage also provides an opportunity to evaluate the robustness of 
policies to outcomes that may not be anticipated. For example, Lempert et al., (2003) challenged a 
group of stakeholders to imagine surprises that represented distinct breaks with current trends or 
expectations. These included unforeseen technological changes, an unanticipated global pandemic 
and a shift in the values held by future generations. The imagined surprises were added to the 
scenario generator and the policy options stress-tested against them.  

Lempert & Collins (2007) have also demonstrated the utility of RDM for evaluating policy options in 
situations where there is potential for nonlinear or threshold responses in natural systems where the 
conditions necessary to trigger a shift in state into an alternative undesirable condition and the 
system response are uncertain. By helping to characterize poorly defined uncertainties RDM helps 
identify strategies where threshold changes are within the realms of possibility and those where they 
are unlikely. Importantly, the concept of robustness is intended to highlight strategies that keep 
options open over a wide range of plausible futures. This iterative process, therefore, provides a 
template for designing and testing robust strategies and characterizing the remaining unquantifiable 
uncertainties to which they may be vulnerable. 
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Table 11: Summary of commonly used robustness metrics.   Based on (McPhail et al., 2018). 

Metric Description Calculated on 
absolute or 

relative 
performance 

values 

Relative 
level of risk 

aversion 

Reference 

Maximin Decision alternatives are ranked on 
the basis of their worst-case 
outcomes – the optimal decision is 
one with the least worst outcome. 

Absolute High Wald (1950) 

Maximax Decision alternatives are ranked on 
the basis of their best outcomes 
and the best of these is selected. 

Absolute Low Wald (1950) 

Hurwicz 
optimism 
pessimism 
rule 

Interpolates between selecting the 
strategy with the best case and the 
best worst case 

Absolute Moderately 
low 

Hurwiczy (1951) 

Laplace’s 
principle of 
insufficient 
reason 

Assumes equal weighting over all 
the futures and then selects the 
strategy that maximizes expected 
utility 

Absolute Moderate Simon et al., (1951) 

Minimax 
regret 

Selects the strategy which deviates 
least from the best that could be 
chosen with perfect information 
(i.e., least regret) 

Relative High Savage (1951), 
Giuliani & 
Castelletti (2016) 

90th 
percentile 
minimax 
regret 

Selects the strategies that deviate 
least from the least regret situation 

Relative Moderately 
high 

Savage (1951) 

Mean-
variance 

Selects the strategy with the 
highest signal to noise ratio 

Absolute Moderate Hamarat et al., 
(2014) 

Undesirable 
deviations 

Selects the strategy that minimizes 
undesirable deviations away from 
some threshold value 

Relative Moderately 
high 

Kwakkel et al., 
(2016a) 

Percentile-
based 
skewness 

 Absolute Moderate Voudouris et al., 
(2014), Kwakkel et 
al., (2016a) 

Percentile-
based 
kurtosis 

 Absolute Moderate Voudouris et al., 
(2014), Kwakkel et 
al., (2016a) 

Starr’s 
domain 
criterion 

Selects the strategy that has 
highest utility in the most futures. 

Absolute Moderate Starr (1963), 
Schneller & Sphicas 
(1983) 

 



 

 79 

15 September 2020 4.05 pm 

6.2.3 Many-Objective Robust Decision Making (MORDM)  
Many-Objective Robust Decision Making uses a similar iterative process to RDM to evaluate 
management alternatives under uncertainty but extends the steps of generating and evaluating 
alternative strategies (the ‘case generation’ step in Figure 10) (Kasprzyk et al. 2013). In RDM this step 
begins with one or more policy alternatives that have been specified by the decision-makers. These 
provide the basis for subsequent exploration of the variety of possible futures by systematic variation 
of uncertain model elements. The initial focus on one or relatively few scenarios is constrained by the 
ability of decision-makers to simultaneously scrutinize a variety of policy options intensely and by the 
computationally intensive scenario exploration stage. In most complex planning problems, however, 
decision makers must consider the likely outcomes of the strategy across a range of objectives for 
the resource. These typically include objectives that can be at odds with each other, have 
interdependencies or interact in non-linear ways (Kasprzyk et al., 2013).  

MORDM uses a class of problem-solving algorithms (Many-Objective Evolutionary Algorithms - 
MOEAs) that are designed to search for candidate reference scenarios that simultaneously optimize 
multiple, conflicting objectives. The aim is to find a set of good compromises (or “trade-offs”) among 
the objectives rather than a single optimal solution (Coello et al., 2007). The advantage of this 
approach is that the set of initial policy alternatives used in the scenario exploration stage are not 
constrained by the preconceptions of the decision-makers but represent a careful search of the 
complex, multi-dimensional design space (Reed et al., 2013; Kwakkel & Haasnoot 2019). The goal is 
to develop more diverse sets of decision variables that have better objective function performance 
under extreme conditions (Watson & Kasprzyk 2017). Dynamic visualizations produced during the 
analyses present decision makers with representations of the trade-offs that are made with different 
options to support selection of promising scenarios as reference cases (Figure 11, (Reed et al., 2013).  

 

 

Figure 11: MODRM uses visualizations to facilitate comparison among different scenarios by representing 
the trade-offs among objectives and decision levers.   Left: A 3D glyph plot that uses point shape, size, colour and 
transparency to communicate up to seven dimensions. Right: Parallel coordinate plots display trade-offs and decision levels 
optimised under each of five scenarios indicated by the different coloured lines. The example evaluates scenarios for water 
allocation from multiple market-based supply instruments (Watson & Kasprzyk 2017). 
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A range of different MOEAs have been developed for use in many-objective optimization 
(summarised by Reed et al., (2013)). Evolutionary algorithms are an artificial intelligence method that 
mimics evolutionary processes by iteratively sorting through a large ‘population’ of potential 
solutions to a problem to select a heuristic that provides a sufficiently good solution under 
uncertainty. Each new generation is produced by stochastically removing less desired solutions and 
introducing small random changes. By successively removing less desirable solutions the ‘population’ 
of solutions converges on the ‘fittest’ state, as represented by the fitness heuristic chosen for the 
analysis. MOEAs are designed to identify approximately Pareto optimal management decisions. 
Solutions are Pareto optimal if their performance is not exceeded in any objective by another 
feasible solution (Figure 12). For example, in a trade-off between the cost and reliability of a system, 
the optimal trade-off is the population set of least possible costs at every level of reliability (Watson 
& Kasprzyk 2017).  

 

Figure 12: Visualisations of a four-objective Pareto optimal solution.   This example, of options for the design 
of monitoring for groundwater contaminants, has four objectives to optimize: 'Cost' of sampling, error in estimated 
contaminant concentrations ('Conc'), uncertainty associated with a kriged map of the contaminant plume ('Uncert') and the 
error in the total mass of contaminants estimated from sampling ('Mass') (Kollat & Reed 2007). 
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Selection of a small number of candidate scenarios for the scenario exploration and trade-off analysis 
stages of MORDM from a large set is guided by criteria such as their internal consistency, diversity of 
outcome indicators, extremeness, and policy relevance (Trutnevyte et al., 2016). Eker & Kwakkel 
(2018) introduced a more systematic procedure for scenario selection in the search phase that 
emphasises policy relevance and diversity as the key criteria. ‘Diversity’ refers to how the scenarios 
differ from each other in terms of the outcome indicator values, and ‘policy relevance’ refers to 
whether the scenarios are undesirable for decision makers. They argued that this approach increased 
the variety of robustness trade-offs between the objectives, provided more decision options and 
leads to more robust solutions overall. 

6.2.4 Dynamic Adaptive Policy Pathways 
Dynamic Adaptive Policy Pathways (DAPP) are a combination of planning approaches that have been 
developed to support sequential decision-making under uncertainty. Like other methods discussed in 
this section, the focus of DAPPs is not on identifying the most likely single course of action to reach a 
particular outcome but rather to identify policies that are robust to failure. DAPP is based on the 
concept of adaptive planning in which an initial policy is designed and is reassessed repeatedly over 
time in response to changes in the system and new information (Haasnoot et al., 2013). An adaptive 
policy needs to be flexible to respond to how uncertain events unfold and should make explicit 
provision at the outset for monitoring performance so that decisions are not made repeatedly on an 
ad hoc basis.  

Walker et al., (2001) described a general process for developing and implementing adaptive policies, 
which they termed “Dynamic Adaptive Planning” (DAP) (Walker et al., 2013a). In their approach, the 
problem is framed through initial deliberation and analysis of the system under consideration and 
long-term objectives and initial policy options are identified. A basic plan for achieving the objectives 
is developed with attention given to four types of actions that are designed to make the policy robust 
across a range of plausible futures:  

 ‘Mitigating actions’ to reduce the likely adverse effects (‘vulnerabilities’) of the policy 

 ‘Hedging actions’ to spread or reduce the uncertain effects of the policy 

 ‘Seizing actions’ to take advantage of likely opportunities to improve the policy and  

 ‘Shaping actions’ which are actions taken to reduce the likelihood that an external 
condition or event could make the policy fail or enhance its success. 

Implementation is guided by a framework for monitoring the performance of the policy over time. 
This should specify the information that needs to be collected to determine if the policy is being 
successful (‘signposts’) and critical points (‘triggers’) at which additional actions may be needed to 
modify it. These may include adjustments to the policy in response to specific triggers (‘corrective 
actions’), actions taken to clarify the policy, preserve its benefits, or meet external challenges 
(‘defensive actions’), actions that may take advantage of opportunities to improve the policy 
(‘capitalizing actions’), and reassessment of the plan when the analysis and assumptions that 
underpin it are no longer valid (Walker et al., 2013a). 

Although DAP has many similarities to the concept of adaptive resource management which uses 
monitoring to reduce uncertainty by learning from and adapting short-term management actions to 
improve performance (Holling 2004), the key sources of uncertainty being addressed in each 
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approach are different. DAP is intended to address sources of uncertainty that are beyond the 
control of policymakers whereas adaptive management is focussed more on uncertainties that arise 
out of the complexity of the system being managed (Kwakkel et al., 2010b). Monitoring systems for 
DAP, therefore, incorporate what has been termed ‘planned adaptation’ by pre-specifying the 
responses that will be implemented when specific critical points (‘triggers’) are reached.  

DAPP uses the deductive approach of Dynamic Adaptive Pathways by thinking backwards about how 
a plan might fail and by: 

 designing short-term actions to guard against such failures, 

 anticipating future actions that might be initiated at a later date to ensure that a plan 
is still on track to meet its objectives and  

 implementing a monitoring system to identify when these actions should be triggered 
(Haasnoot et al., 2013). 

It combines this approach with the use of adaptation trees (a form of decision tree or more aptly a 
‘fault tree’) to visualise the sequence of actions that is possible for a policy through time and the 
range of alternate policies that could be implemented to achieve the long-term objectives. Each 
branch of the tree (a ‘policy pathway’) consists of a sequence of actions through time, decision points 
for implementing different actions and critical points when the policy or action is no longer tenable. 
Adaptation Tipping Points (ATPs) are these critical points (sensu Kwadijk et al., (2010)) at which the 
current strategy is no longer on course to meet the long-term objectives and an alternative course of 
action is required. Multiple alternative policy pathways are assembled together in the form of a 
pathway map that describes the different policy routes (scenarios) that can be taken to achieve the 
long-term objectives, their vulnerabilities, ‘lock-ins’ (critical points at which changes in the system 
mean that earlier decisions may severely limit the number of future actions that could be taken), 
ATPs and the relationships between them.  

A characteristic of DAPP is that these maps are presented in the style of metro maps (Figure 13) so 
that different stakeholders and decisionmakers can use them to identify their preferred pathway to 
the objectives depending on their values and beliefs and to determine where there is agreement and 
divergence in opinion about the paths to be taken. Pathways can focus on adapting to changing 
conditions (‘adaptation pathways’), enabling socio-economic developments (‘development 
pathways’) or transitioning to a desired future state (‘transition pathways’). 
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Figure 13: An Adaptation Pathways Map.   Left: The map displays 9 possible pathways with adaptation 
signals and decision modes. Right: A scorecard summarizes the costs and benefits of each pathway over 
different time horizons (Source: (Haasnoot et al., 2013)). 

There are seven steps in the DAPP process (Haasnoot et al., 2019) (Figure 14): 

1. Problem framing 

As with other deliberative approaches to decision-making about complex risks, DAPP is designed to 
be a participatory process in which the problem is jointly framed by decision-makers, analysts and 
stakeholders. The initial step, therefore, involves describing the system under consideration, the 
long-term objectives and the major uncertainties that affect decision-making, including 
disagreements among the parties. These uncertainties can be changes in external drivers, in the 
system itself and in how different outcomes are valued by stakeholders. The identified uncertainties 
are used to generate a range of plausible futures (‘scenarios’) that describe a desired future end-
point or developments through time.  

A key focus of the deliberation at this stage is also to identify what success looks like over the long-
term and how it can be measured. Indicators and targets for the desired outcomes that can be used 
to evaluate the performance of management actions and pathways are specified.  

2. Assess vulnerabilities and opportunities 

The second step resembles the scenario discovery stage of RDM described in Section 6.2.2, where 
the purpose is to identify influences (vulnerabilities or opportunities) on the policies that would 
determine their failure or success. In DAPP, this starts with evaluating the current situation against 
the ensemble of plausible futures (given the identified uncertainties) and to identify the conditions 
under which the system begins to perform unacceptably (i.e., where it is approaching an ATP).  
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Figure 14: Steps involved in Dynamic Adaptive Pathway Planning.  

A range of approaches can be used to identify the ATPs. The approaches chosen depend on the 
indicators specified and the knowledge and data available for the system. Haasnoot et al., (2019) 
describe two general approaches. ‘Bottom-up’ assessments of vulnerability establish unacceptable 
outcome thresholds and then use scenarios to assess when these tipping points are likely to occur. 
This can include the use of model-based exploration of the uncertainty space using statistical 
classification algorithms such as PRIM (Section 6.2.2) to establish failure conditions across an 
ensemble of scenarios, or they can be specified by expert and stakeholder elicitation. With this 
approach the aim is to determine how much change in the system can be accommodated within the 
current strategy before it is unable to meet the objectives. 
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‘Top-down’ approaches use traditional predictive scenario analysis to determine the timing of ATPs, 
where the starting point is one or more reference policy scenarios (Kwadijk et al., 2010; Haasnoot et 
al., 2019). 

3. Identify and evaluate options 

The third step identifies a rich range of actions that can be taken to address the vulnerabilities 
identified in steps 1 and 2 or to seize opportunities for improving and strengthening the policies 
(Haasnoot et al., 2013). They should include a range of the four types of action described as building 
blocks for DAP, namely: ‘mitigating actions’, ‘hedging actions’, ‘seizing actions’ and ‘shaping actions’. 
These are then used to assemble the adaptation pathways. 

4. Design and evaluate pathways 

In this step, a pathway map is constructed (Figure 13) that summarizes the logical policy pathways 
and actions (and their dependencies) through which the objectives can be reached under changing 
conditions (Haasnoot et al., 2019). The map identifies ATPs associated with each policy option and 
specifies the actions that can be taken before an ATP is reached. Decision nodes in the pathways 
represent when an alternate action needs to be enacted before an ATP is reached to ensure that the 
pathway remains on track to meet the objectives (Haasnoot et al., 2018). 

Adaptation pathways can be assembled from their components and evaluated in different ways. For 
example, the maps can be developed manually and explored qualitatively using stakeholder focus 
groups. Alternatively, the assembly and evaluation can be done using a variety of computational 
approaches (Haasnoot et al., 2013). For example, Lawrence & Haasnoot (2017) used a realistic 
simulation game to socialise the development of pathway options with stakeholders. The game 
required teams of stakeholders to develop a water management plan for a stylised river. Participants 
set a vision, chose policy actions and negotiated these actions with other teams. Simulations of 
future events allowed participants to get feed-back on their decision choices and to adapt them as 
needed. This was supported by an associated application (http://pathways.deltares.nl ) that assisted 
with generating alternative pathways and stress-testing them against different future scenarios 
(Haasnoot et al., 2012; Lawrence et al., 2019).  

Kwakkel et al., (2015) used an EMA approach to generate an ensemble of possible futures and 
candidate pathways for consideration. They then applied a MOEA for robust optimization to assess 
the robustness of the pathways across multiple, independent, long-term objectives and to identify 
the set of most promising pathways and adaptation options for consideration.  

Trade-offs are identified among the pathways through evaluation of the cumulative costs and 
benefits of each course of action, potential lock-ins and opportunities, the likely severity of impacts, 
the level of uncertainty or urgency of actions. Again, the trade-off analysis can be done simply, using 
a qualitative scorecard approach (e.g., Figure 13; Haasnoot et al., (2013)) or can be supported by 
more formalized cost-benefit or multi-criteria analyses (Haasnoot et al., 2019).  

5. Design adaptive plan 

The trade-off analysis is intended to reduce the number of promising and preferred pathways to a 
manageable set for which initial actions and longer-term contingencies can be identified. Once a 
basic pathway plan has been constructed that specifies the short-term actions to be taken and 
longer-term options, it is further enhanced by including adaptive elements and a monitoring system 
is designed to track its performance. The latter follows the DAP framework and requires 
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identification of signposts and triggers, and their associated defensive actions, corrective actions, 
capitalizing actions or reassessment processes (Kwakkel et al., 2010b). 

Haasnoot et al., (2018) described the steps involved in designing a signal monitoring system to 
support adaptive plans. The signposts or indicators that are tracked to monitor the plan are a critical 
element. Two general types of signposts are used:  

 performance signposts that detect the performance of a system and indicate the 
extent to which objectives are still being achieved 

 environment (context) signposts that monitor (external) changing conditions that 
jeopardize or provide opportunities for achieving these objectives. 

Choice of useful signposts and triggers should be guided by their relevance to the concerns of users 
(‘salience’), their ability to be observed and measured, their technical credibility, and reliability in 
giving the right signal (i.e., low rate of false alarms). In a policy context, their perceived fairness to 
different stakeholders (‘legitimacy’) is also a consideration (Haasnoot et al., 2018). 

Where data are available, statistical methods such as trend analysis and signal to noise ratio analyses 
can be used to resolve trigger points under possible futures. Alternatively, qualitative approaches 
may be used to elicit expert judgement on the expected rate of change of a signal and the relative 
timing of tipping points. 

6. Implement the plan 

7. Monitor 

Once the plan is complete, the remaining steps are to implement the initial actions and to establish 
the monitoring system. 

6.2.5 An overview of DMDU methods 
Although a range of methods is now available to evaluate management alternatives under deep 
uncertainty, they have been applied mostly in the fields of climate change adaptation, water 
resource planning and infrastructure development. There is still limited experience in their 
application to the management of natural resources and other areas of complex policy choice. There 
is also limited expertise in their application world-wide.  

All the approaches that fall within the DMDU umbrella are designed to examine the vulnerabilities of 
policy choices by evaluating the situations in which the policies would fail. They do so by combining 
methods for exploratory modelling, adaptive planning for uncertain future events and through 
graphical decision-support tools that allows stakeholders and decision-makers to work alongside 
analysts to evaluate policy options. The ways in which they do this and the planning choices that 
result from each approach can be quite different. For example, the strengths of DAPPs are that it is 
intuitively straight-forward, can be implemented using a range of facilitated qualitative or 
quantitative procedures and uses understandable visualizations of policy alternatives that encourage 
decision-makers to develop plans that explicitly allow for uncertainty and adaptation over time. 
Other methods, such as RDM and MORDM leverage the power of computing and statistical 
algorithms to sort through policy options to identify robust strategies and can be analytically much 
more challenging.  
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A key challenge in using EMA approaches is in selecting appropriate strategies for detailed 
examination (‘case generation’) and for searching the scenarios to provide useful insights on 
potential policy choices. While powerful, the analytic complexity and resource requirements of RDM 
and MODRM can also be an impediment to their more widespread adoption in the short-term (Bhave 
et al., 2016). For example, Groves et al., (2019) note that their application of RDM required two 
computer clusters many months to perform all the needed simulations. Other studies have used 
cloud computing and high-performance computation facilities to support the large ensemble 
analyses that RDM and MORDM studies require. A range of open-source software tools is now 
available that can greatly facilitate these analyses (Table 12).  

Nevertheless, it remains difficult in many cases to implement a full RDM or MORDM analysis using 
realistic system models. For this reason, most applications use simplified integrated models to 
capture system behaviour and which may not, therefore, contain the realism required to explore all 
options. The cost of developing detailed system models can also put computationally intensive 
analyses like RDM and MODRM beyond the reach for many decision-makers. Approaches such as 
expert elicitation and participatory modelling could be used to convert simple conceptual or 
qualitative system models (Section 5.1) into a meta-model form that might greatly increase their 
uptake across a range of disciplines (Lempert 2019). An example of this type of approach is 
presented in the case study described in Section 5.2.1 where a combination of Qualitative Network 
Models and scenario-based expert elicitation was used to model the effects of changes in hydrology 
caused by coal seam gas exploitation on a range of response variables. 

Decision making for complex system requires an iterative approach that facilitates learning across 
alternative framings of the problem, and learning about stakeholder preferences and trade-offs, in a 
collaborative process of discovering what is possible (Herman et al., 2015). Planning for uncertainty 
requires dynamic policy plans that can be adapted to changing circumstances to achieve long-term 
policy goals. These two elements – iterative learning and dynamic planning – are present to different 
degrees in the approaches we have reviewed (Kwakkel & Haasnoot 2019). RDM and MORDM 
incorporate iterative model-based processes for designing adaptive plans while DAPP provides a 
systematic structure for how such plans should be organised and monitored. There is, therefore, a 
case for combining elements of these approaches in risk management for complex problems 
(Kwakkel et al., 2016b). 
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Table 12: Available open-source software tools for implementing DMDU approaches.  

Software Analyses incorporated Location Reference 

Scenario Discovery Toolkit Scenario generation & 
discovery 

Diagnostics toolkit 
Visualization tools 

https://cran.r-project.org/web/packages/sdtoolkit/index.html  Bryant & Lempert (2010) 

Exploratory Modelling 
Workbench 

Generation of policy options 

Scenario discovery 
Vulnerability analysis 
Robustness Optimization 

https://github.com/quaquel/EMAworkbench Kwakkel (2017) 

Multi-Objective Robust 
Decision Making (MORDM).  

Scenario generation 
Multi-Objective Evolutionary 
Algorithms 

https://github.com/sibeleker/MORDM---Multi-scenario-search Eker & Kwakkel (2018) 

MOEA framework Multi-Objective Evolutionary 
Algorithms 
Other general-purpose single 
and multi-objective 
optimization algorithms. 

http://moeaframework.org/ Reed et al., (2013) 

Borg Multi-Objective 
Evolutionary Algorithm 
(MOEA) 

Multi-Objective Evolutionary 
Algorithms 

http://borgmoea.org/ Hadka & Reed (2013) 
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Software Analyses incorporated Location Reference 

Project Platypus Rhodium – tool for RDM 
Platypus – library of Multi-
Objective Evolutionary 
Algorithms 
OpenMODRM – Multi-objective 
Robust Decision Making 
PRIM – Scenario discovery 
J3 – Platform for visualizing and 
analyzing multi-objective 
tradeoffs 

https://github.com/Project-Platypus Hadka et al., (2015) 

Adaptation Pathways Generates pathway maps for 
adaptive policy planning 

https://publicwiki.deltares.nl/display/AP/Adaptation+Pathways  Haasnoot et al., (2019) 
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7 Conclusions 
Although principles for the assessment and management of risks have been outlined in numerous 
guidance documents and technical standards, they are typically not prescriptive of the methods to be 
used. This recognises the variable contextual setting of risk decisions and the range of techniques 
that can be applied to them. An expectation is that assessments of risks should incorporate the best 
available data, technical knowledge and scientifically valid analytical methods to evaluate the 
prospects of undesirable outcomes. As we outlined in earlier sections of this report, decisions about 
how the risk problem should be framed and analysed have often fallen solely to technical specialists, 
but for complex and highly uncertain risk problems where the consequences may be extreme and/or 
felt by a broad range of interest groups this approach is increasingly untenable. Where the hazards 
have few precedents and there are limited existing data and knowledge, analytical approaches to 
assess risk are often necessarily bespoke, with heavy reliance on expert judgement to select the 
tools, apply them and interpret their outcomes. Extending the peer and expert community for these 
analyses to include stakeholders and decision makers provides a basis for building trust in the 
analysis and a collective understanding of the nature of the problem, the limits of knowledge and the 
rationale for the choice of method. More inclusive evaluation of decisions about risk can broaden 
perspectives on the problem and enhance the range of options considered for its management.  

Our review has described a range of processes for more participatory framing and analysis of 
complex risk problems (Sections 3, 5, and 6.2) and methods to support more defensible analysis and 
evaluation of options. The latter included: 

 approaches to improve the quality of expert judgements in conventional probabilistic 
risk assessment when there is a lack of observational data (Section 4), 

 ways of integrating qualitative and quantitative assessment methods to analyse 
cumulative risks from multiple stressors (Section 5),  

 approaches to evaluate contrasting management options in the context of risk and 
uncertainty (Section 6.1), and 

 methods for identifying management options that are robust to failure across a range 
of potential future scenarios (6.2). 

The methods included here are not intended to be comprehensive, but rather to represent a range of 
‘best-practice’ tools and approaches that can be applied across a spectrum of risk problems of 
differing complexity and uncertainty.  

The five levels of uncertainty described in Section 2.2.1 (and reproduced in Table 13) provide a useful 
framework to illustrate when each of these different approaches might be preferred. The levels 
correspond broadly with a categorization of risk problems used by Aven & Renn (2009b) that is based 
on the complexity of the problem, the extent of knowledge about the relationships between an 
event and its potential consequences (components of ‘epistemological’ and ‘model uncertainty’, 
Section 2.2), the level of consensus on the values to be protected and the relevance of outputs from 
the risk assessments for decision making (aspects of ‘decision uncertainty’).  

Simple risk problems (Level 1 uncertainty) are those where the cause-effect relationship between an 
event and its consequences are well characterized and residual uncertainties are low. In these 
circumstances, risks can be modelled from existing data and uncertainties characterized by sensitivity 
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analysis of model parameters. Conventional statistical analysis of existing data or well validated 
process models are useful tools for predicting the occurrence of the event and its consequences. 
Probabilities can be used to describe the likelihood of the uncertain alternatives. Because the 
negative consequences and the circumstances in which they would occur are obvious, there is 
generally consensus about the values that are to be protected by risk management strategies. 

Risk problems with Level 2 uncertainties can also be described adequately using conventional 
probabilistic risk analysis or scenario-based optimization methods (e.g., decision analytic approaches, 
Section 6.1). These are problems where it is possible to specify a conceptual model for the 
relationship between the event(s) and a limited set of possible consequences that are identified 
based on existing knowledge or data. Statistical or process models can be developed to estimate the 
likelihood of each outcome. These may be parameterized using available data or through expert 
elicitation of subjective probabilities or their distributions (Section 4). In this case, the model is used 
to estimate the probability distributions of the outcomes of interest for these futures. A preferred 
policy can be chosen based on the outcomes and the associated probabilities of the futures (i.e., 
based on “expected outcomes” and levels of acceptable risk). Because the conceptual model of the 
system and the associated analytical model are developed, at least in part, from existing knowledge, 
there is a need to test its validity against a peer group of experts and stakeholders. This 
‘epistemological discourse’ (sensu Renn (2008)) is necessary to review the scope and quality (validity, 
reliability and relevance) of the information used to develop the analytical framework and is aimed at 
finding the best approaches for estimating and characterising the risk. Structured protocols for 
consensus building, eliciting judgements from groups and scenario construction can greatly aid 
agreement on the conceptual model and the analytical approach (see Sections 4.2 and 4.5). Where it 
is possible to identify agreed objectives and performance metrics for the management outcomes, 
scenario-based optimization may be the preferred approach to rank and compare possible future 
states of the resource (Section 6.1). 

Complex risk problems occur when it is difficult to identify and quantify the functional relationships 
between a range of potential causative agents and their effects (Level 3 uncertainty). This increase in 
complexity can be accompanied by disagreement among experts about the appropriate way to 
describe of the system and among stakeholders about the range of values that could potentially be 
affected. Analysis of complex risks requires ‘reflective discourse’ (Renn 2008). This involves 
stakeholders and experts in framing the problem and in evaluating the appropriate level of 
protection that they would be willing to accept to avoid potentially catastrophic consequences. In 
these circumstances, tools that can help build conceptual models of the problem under 
consideration and to prioritise key areas of uncertainty for analysis and key values for protection can 
be useful. These may include qualitative systems models (Sections 5.1), tiered or semi-quantitative 
risk analysis (Section 5.2) and scenario-based evaluation of likelihoods and outcomes (Sections 4.3.2, 
5.2.1, and 6.1). Assessment of complex risk problems will often require a range of analytical tools to 
adequately describe different components of the system. It should also be set in an adaptive 
analytical framework so that outputs can be reviewed by stakeholders and other experts to 
determine how well they capture system behaviour and the analysis modified to explore a range of 
plausible scenarios. 

In situations of deep uncertainty (Level 4 uncertainty), where a large range of plausible future states 
for the system can be specified, but it is not possible to estimate or rank their likelihood (Walker et 
al., 2013b), methods that are aimed at reducing vulnerability to threats are needed. DMDU methods 
(Section 6.2) that facilitate direct analysis of policy performance under uncertainty are most useful in 
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these situations. Their purpose is to identify options that are adaptable, robust to uncertainty and 
can withstand surprises (Renn 2008; Marchau et al., 2019a). Because risk problems with Level 4 
uncertainty encompass a very wide range of possible future consequences, they are likely to involve 
a correspondingly large range of interest groups and values that could be affected by policy choices. 
For this reason, they require the most inclusive form of participation from stakeholders 
(‘participatory discourse’, sensu (Renn 2008)). Aven & Renn (2009b) describe this form of analysis as 
an innately political process of evaluation in which competing arguments, beliefs and values about 
the risk problem are openly discussed and management options are evaluated according to how well 
they are able to achieve equitable outcomes that are robust to uncertainty. The purpose of this form 
of discourse is to seek mutual understanding of conflicting views and values with a view to eventually 
reconciling them. As we described in Section 6.2, many DMDU methods are designed as participatory 
processes that involve iterative discourse and analysis of policy options. Visualization tools help 
decision-makers and stakeholders evaluate policy performance across a range of future scenarios. 

The International Risk Governance Council identified six requirements for building trust in the 
assessment and management of complex risks (Renn 2008). They include meaningful attempts to: 

 involve decision-makers, technical experts and potentially affected groups (if 
appropriate) in the assessment; 

 empower all parties to participate actively and constructively in the discourse; 

 co-design the framing of the risk problem with these different groups; 

 generate a common understanding of the magnitude of the risk based on expertise 
of all participants as well as the potential risk management options and to include a 
range of management options that represent the different interests and values of all 
parties involved; 

 conduct a forum for decision-making that provides equal and fair opportunities for all 
parties to voice their opinion and to express their preferences; and 

 provide a clear connection between the decision-making and policy implementation. 

This will require more frequent involvement of skilled facilitators and structured participatory 
processes in risk assessments to enable framing of the risk problem, inputs to the choice and 
application of analytical tools and to facilitate evaluation of management options. Skilled facilitation 
and communication is especially important for more complex assessment tools, such as the DMDU 
approaches, which are technically challenging to understand and relatively new in their application 
to risk problems. 
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Table 13: The spectrum of uncertainty and its relationship to risk analysis and stakeholder participation in risk governance.   Adapted from (Aven & Renn 2009b; 
Kwakkel et al., 2010a; Walker et al., 2013b). 

 

  Levels of uncertainty  

  Level 1 Level 2 Level 3 Level 4a Level 4b  

Description 

Co
m

pl
et

e 
ce

rt
ai

nt
y 

A single future state Able to identify 
multiple alternatives 
and estimate 
probabilities (subjective 
or objective) 

Able to identify multiple 
alternatives and rank 
order them in terms of 
perceived likelihood.  

Able to identify multiple 
alternative future states 
without being able to 
rank order them in 
terms of how likely or 
plausible they are judged 
to be. 

Unable to identify 
multiple alternatives 
while admitting the 
possibility of being 
surprised 

To
ta

l i
gn

or
an

ce
 

Nature of the 
risk 

Relatively well understood 
from precedents.  

Knowledge and data 
adequate to describe 
the system 
probabilistically. Some 
scientific disagreement 
about how the cause-
effect relationships 
should be described. 

Complex cause-effect 
relationships between 
events and 
consequences. A range 
of potentially affected 
values that must be 
considered. 

Unresolved complexity 
and uncertainty in 
cause-effect 
relationships. A range of 
different viewpoints 
about the relevance of 
technical information 
and predictions about 
risks and their 
management. 

Surprising extreme 
events that cannot be 
predicted from our 
present knowledge, 
understanding or 
beliefs. 

System 
model 

A single (deterministic) 
system model 

A single (stochastic) 
system model 

A few alternative system 
models 

Many alternative system 
models 

Unknown system 
model 
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  Levels of uncertainty  

  Level 1 Level 2 Level 3 Level 4a Level 4b  

Types of 
analysis 

Statistical models 
Deterministic risk models 
Sensitivity analysis of model 
parameters. 

Cost-benefit analyses 

Quantitative risk 
analysis 
Bayesian (subjective) 
probabilities 
Some stochastic model 
parameters 
Tools for seeking 
consensus among 
experts (e.g., Delphi, 
IDEA protocols) 
Scenario-based 
optimisation 

Quantitative and semi-
quantitative risk analysis 
 
Scenario-based 
optimisation 

DMDU methods 
 
Conflict resolution 
methods for reaching 
consensus on risk 
evaluation and 
management options 

DMDU methods with 
explicit consideration 
of surprises 

Level of 
stakeholder 
participation 

Little dispute about values to 
be protected. Instrumental 
discourse aimed at finding 
the most cost-effective 
measures to make the risk 
acceptable or at least 
tolerable.  

Epistemological 
uncertainty addressed 
through discourse 
aimed at obtaining the 
best estimates of the 
occurrence of events 
and their consequences 

Reflective discourse. 
Stakeholders are 
involved in framing the 
problem and in 
evaluating the 
appropriate level of 
protection that they 
would be willing to 
accept to avoid 
potentially catastrophic 
consequences. 
Deliberation reflects on 
the relative 
consequences of over- 
and under-protection.  

Participative discourse 
openly discusses 
competing arguments, 
beliefs and values about 
the risk problem and 
evaluates how well 
different management 
options are able to 
achieve equitable 
outcomes that are 
robust to uncertainty.  

Participative discourse 
openly discusses 
strategies for reducing 
vulnerability to 
unforeseen hazards 
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9 Glossary of abbreviations and terms 
Adaptation Tipping 
Point 

Used in Dynamic Adaptive Policy Pathways to describe a critical point in time 
when a policy is no longer able to achieve its objectives (i.e., the conditions 
under which the policy starts to perform unacceptably (sometimes called a 
‘threshold’)) (Kwadijk et al., 2010; Marchau et al., 2019a). 

Assumption-Based 
Planning  

A tool for identifying as many of the assumptions underlying policy plans as 
possible and bringing those assumptions explicitly into the planning process to 
examine and mitigate their vulnerabilities (Dewar et al., 1993). 

Consequence The outcome of an event that may result from a hazard (often used 
interchangeably with ‘impact’). Consequences may be expressed quantitatively 
(e.g., monetary value), by category (e.g., high, medium, low) or descriptively in 
terms of human, environmental, and political/social impacts (Office of the 
Prime Minister’s Chief Science Advisor 2016a). 

Decision analysis A discipline that incorporates aspects of psychology, operations research and 
economics which is concerned with formalized treatment of complex decisions 
to achieve optimal outcomes under uncertainty (Keeney 1982).  

Decision trees A sequential graphical representation of decisions and uncertainties that 
represent all paths the decision maker might follow. Four basic elements are 
used to construct a decision tree: decision nodes, alternative branches, 
probability nodes, and outcome branches (sometimes referred to as ‘Scenario 
trees’ or ‘Event trees’). 

Deep uncertainty (a) A situation in which risk analysts do not know or the parties to a decision 
cannot agree upon (i) the appropriate models to describe interactions 
among a system’s variables, (ii) the probability distributions to represent 
uncertainty about key parameters in the models, and/or (iii) how to value 
the desirability of alternative outcomes’ (Lempert et al., 2003). 

(b) A source or sources of uncertainty, the impact of which on the assessment 
the assessor(s) is not able to quantify (EFSA Scientific Committee et al., 
2018a). 

Deliberative process A ‘problem solving’ discussion in which a group of people with different 
backgrounds, interests and values receives and exchanges information about an 
issue, to critically weigh the reasons for and against some proposition, and to 
come to an agreement that will inform decision making about a course of action 
(Fearon 1998; Abelson et al., 2003). 

Dynamic Adaptive 
Planning 

An approach for designing a plan that explicitly includes provisions for 
adaptation as conditions change and knowledge is gained (Walker et al., 2019). 

Dynamic Adaptive 
Policy Pathways  

An exploratory model-based planning tool that helps design strategies that are 
adaptive and robust over different scenarios of the future (Haasnoot et al., 
2013). 

Epistemic uncertainty Uncertainty due to limitations in knowledge 
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Epistemological 
discourse 

Deliberation among experts that is aimed at identifying the best available 
knowledge and information for characterising the risks under consideration 
(Renn 2008). 

Exploratory Modelling 
and Analysis 

The use of computational experiments to analyse complex and uncertain 
systems. In each experiment, a large number of runs are made over the input 
space in order to generate an ensemble of runs (Bankes et al., 2013; Marchau 
et al., 2019a). 

Full Factorial design A sample or experiment in which all possible combinations of the factors and 
their levels are included.  

Hazard Any source of potential harm, including loss of life or injury, property damage, 
social and economic disruption or environmental degradation (Office of the 
Prime Minister’s Chief Science Advisor 2016) 

Instrumental 
discourse 

Deliberation that is aimed at finding the most cost-effective measures to make 
the risk acceptable or at least tolerable (Renn 2008) 

Latin Hypercube 
sampling 

A statistical method for generating a near-random sample from a 
multidimensional distribution. 

Likelihood (Risk assessment) - the chance or probability of a specific event occurring. 

Linguistic Uncertainty Imprecise use of language. Arises because language is not exact, including 
vagueness, context dependence, ambiguity, indeterminacy and underspecificity 
(Regan et al., 2002). 

Many-Objective 
Optimization 

Analyses that consider trade-offs among four or more objectives 
simultaneously. Also referred to as multi-criteria optimization (Coello et al., 
2007; Reed et al., 2013) 

Many-Objective 
Evolutionary 
Algorithms (MOEAs) 

Computational algorithms that seek to simultaneously optimize problems with 
three or more objectives by simulating the basic principles of the evolutionary 
process on a set of individuals (solutions), i.e., an evolutionary population, by 
means of the so-called evolutionary operators (fitness assignment, selection, 
crossover, mutation and elitism) (Coello et al., 2007). 

Model Uncertainty Bias or imprecision associated with compromises made or lack of adequate 
knowledge in specifying the structure of a model, including choices of 
mathematical equation or family of probability distributions. Can also refer to 
limitations in knowledge affecting the construction of a reasoned argument or 
qualitative assessment (EFSA Scientific Committee et al., 2018a). 

Participatory discourse Where competing arguments, beliefs and values about the risk problem are 
openly discussed to find equitable outcomes (Renn 2008). 

Pareto optimality A tool used in the optimization of multiple, conflicting objectives. Pareto 
optimality defines the ‘best’ trade-off among conflicting objectives. It is defined 
as a set of 'non-inferior' solutions in the objective space defining a boundary 
beyond which none of the objectives can be improved without sacrificing at 
least one other objective (Coello et al., 2007).  
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Patient Rule Induction 
Method (PRIM) 

A data mining classification algorithm that is designed to find regions in high-
dimensional input space with large (or small) values of a real output variable 
(Friedman & Fisher 1999). 

Probability  (a) A measure for expressing uncertainty about an event.  
(b) The relative fraction of times an event would occur if the situation were 

hypothetically ‘‘repeated’’ an infinite number of times (‘frequentist’ 
probability) (Aven 2010). 

Probability Bounds 
Analysis 

A method for combining probability bounds as inputs in order to obtain a 
probability bound for the output of a deterministic model. It is a special case of 
the general theory of imprecise probability which provides more ways to obtain 
partial expressions of uncertainty for the output based on more general partial 
expressions for inputs. (EFSA Scientific Committee et al., 2018b) 

Qualitative risk 
assessment 

An assessment where outputs on the likelihood of the outcome or the 
magnitude of its consequences are expressed in qualitative terms or ratings, 
such as ‘high’, ‘medium’, ‘low’ or ‘negligible’ (Cox Jr. et al., 2005; OIE 2019). 

Quantitative risk 
assessment 

An assessment where the outputs of the risk assessment are expressed 
numerically (OIE 2019). 

Reflective discourse Deliberation among decision-makers, analysts and stakeholders that reflects on 
the costs and benefits of protective strategies. It seeks to find a consensus on 
the degree of protection necessary to avoid catastrophic consequences (Renn 
2008). 

Risk A combination of the likelihood of occurrence and the magnitude of impact 
(consequences) of a hazard event on people or things that they value (assets) 
(Office of the Prime Minister’s Chief Science Advisor 2016a). 

Risk analysis The process of characterizing potential consequences of an event (or events) 
(both harmful and beneficial) and estimating the likelihood that they could 
occur. 

Risk assessment The process of evaluating the risk of a hazardous event. Risk assessment 
involves identification and characterization of the hazard(s), estimation of the 
likelihood/probability of the hazard and analysis of the potential consequences 
(Office of the Prime Minister’s Chief Science Advisor 2016b). 

Risk-Informed 
Decision-Making 
(RIDM) 

A process that uses a set of performance measures, together with other 
considerations within a deliberative process to “inform” decision-making about 
risks (NASA 2010; Zio & Pedroni 2012a). 

Robust Decision 
Making (RDM) 

An iterative process to evaluate policy decisions under deep uncertainty that 
combines exploratory model-based methods. RDM characterizes uncertainty 
using multiple representations of possible future states rather than a single set 
of probability distributions. It seeks a robust policy solution (i.e., one that 
performs “well enough” across a broad range of plausible futures), rather than 
an optimal one (Lempert & Collins 2007). 
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Sensitivity Analysis The study of how uncertainty in the output of a model can be apportioned to 
different sources of uncertainty in the model inputs. 

Structured Decision 
Making (SDM) 

An organized, step-wise approach to identifying and evaluating decision 
alternatives that focuses on engaging stakeholders, experts and decision 
makers in productive decision-oriented analysis and dialogue and that deals 
proactively with complexity and judgment in decision making. SDM provides a 
framework that becomes a decision-focused roadmap for integrating activities 
related to planning, analysis and consultation (Gregory et al., 2012b). 

Subjective (Bayesian) 
probability 

(a) A measure of uncertainty about future events and consequences, seen 
through the eyes of the assessor and based on some background 
information and knowledge (Aven 2010). 

(b) A probability, approximate probability or probability bound obtained by 
expert judgement (EFSA Scientific Committee et al., 2018a).  

Uncertainty The state, even partial, of deficiency of information related to, understanding or 
knowledge of, an event, its consequence, or likelihood (ISO 2009). 
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